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Rapid economic development in the past century has translated into
severe pressures on species survival as a result of increasing land-use
change, environmental pollution, and the spread of invasive alien
species. However, though the impact of these pressures on bio-
diversity is substantial, it could be seriously underestimated if
population declines of plants and animals lag behind contemporary
environmental degradation. Here, we test for such a delay in impact
by relating numbers of threatened species appearing on national red
lists to historical and contemporary levels of socioeconomic pres-
sures. Across 22 European countries, the proportions of vascular
plants, bryophytes, mammals, reptiles, dragonflies, and grasshop-
pers facingmedium-to-highextinction risks aremore closelymatched
to indicators of socioeconomic pressures (i.e., human population
density, per capita gross domestic product, and ameasure of land use
intensity) from the early or mid-, rather than the late, 20th century.
We conclude that, irrespective of recent conservation actions, large-
scale risks to biodiversity lag considerably behind contemporary
levels of socioeconomic pressures. The negative impact of human
activities on current biodiversity will not become fully realized until
several decades into the future. Mitigating extinction risks might be
an even greater challenge if temporal delays meanmany threatened
species might already be destined toward extinction.

extinction debt | socioeconomic history | time lag

The progressive impact of environmental degradation on the
loss of global biodiversity (1–4) is strongly linked to key so-

cioeconomic indicators such as human population size (5), land
use (6), and gross domestic product (GDP) (7, 8). However, spe-
cies populations do not necessarily respond immediately to envi-
ronmental degradation but might do so with a delay (9, 10). Such
time-lags between environmental forcing, population decline,
and, finally, extinction create a transient disequilibrium between
environmental conditions and species’ abundance or range size,
which has been conceptualized as “extinction debt” (9). Recent
empirical research has shown that, at the scale of individual hab-
itat patches, a delayed response of species to habitat loss and
fragmentation is indeed often detectable, particularly among hab-
itat specialists (9–11). The likelihood and magnitude of extinction
debt is still contentious, however (12, 13), and seems to vary with
the nature of environmental degradation and with the life history
traits of the species concerned (14–18). In long-lived or less-mobile
taxa (e.g., vascular plants, bryophytes, reptiles), a delayed re-
sponse of populations to the deterioration and fragmentation of
their habitats is especially likely and might extend over at least
several decades.
If time-lags in population decline at the scale of individual

habitats are a common phenomenon, the number of species facing
extinction risks at larger spatial scales might easily be under-
estimated because many local populations of extant species might
not survive in the long-term even if further environmental deg-
radation is halted. Thus, red lists describing threatened species at

either a national or global scale, which identify species extinction
risks using criteria such as a reduction in population size, range
size, and perceived rate of recent population or range decline (19),
might be too optimistic. However, despite the recent increase in
interest in the potential for temporal lags in population declines
and extinction processes (8, 10, 12, 17), evidence for extinction
debt has not yet been examined for a broad range of taxa at
a spatial scale consistent with national or global decision-making.
Given that many conservation policies in Europe (and elsewhere)
are developed and implemented at regional to global scales (e.g.,
Ramsar Convention and Convention on Biological Diversity) and
reported at the level of individual countries, assessing extinction
debt at this scale would appear to be a crucial step.
Here, we provide such an assessment by analyzing national red

lists (NRL) of threatened species of seven taxonomic groups
(vascular plants, bryophytes, mammals, fish, reptiles, dragonflies,
and grasshoppers) from 22 European countries (Tables S1 and S2)
in relation to the magnitude of contemporary as well as historic
drivers of environmental degradation. Red lists provide an ob-
jective framework for the classification of the broadest range of
species according to their extinction risk based on the current
trend in population size, geographic range, and area of occupancy
(19). We focus on Europe because this is the only continent where
NRLs have become recently available, and are regularly updated,
for a range of taxonomic groups across more than 20 countries
using standard approaches to the listing of threatened species. Our
analysis is based on a rationale similar to the one used in Essl et al.
(5) for evaluating delays in alien species invasions: if NRLs provide
an accurate estimate of the number of species at risk under the
current magnitude of human pressures on biodiversity, these
numbers should best correlate with the spatial variation in con-
temporary levels of these drivers. If, by contrast, time-lags between
different human pressures and subsequent species responses oc-
cur, the number of threatened species should better reflect historic
rather than contemporary values of these drivers. We measure the
values of these drivers by three indicators of human socioeco-
nomic activities that are known proxies of environmental pressures
on biodiversity (2, 7, 8, 20): human population density (PD), per
capita GDP, and human appropriation of net primary production
(HANPP) (21). We estimated HANPP as the ratio of the net
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primary productivity harvested by humans (NPPh) to the NPP of
potential vegetation (NPP0). HANPP is therefore the hypothetical
undisturbed vegetation cover of the harvested area and is a useful
proxy for land use intensity.
We use generalized linear and mixed-effects models with a lo-

gistic link function (Materials and Methods) to relate these three
indicators evaluated for both the early (1900–1910) and the mid-
20th century (1950) as well as for the recent past (year 2000) to the
proportions of national floras and faunas listed as threatened
[International Union for Conservation of Nature (IUCN) cate-
gories endangered (EN), vulnerable (VU), and critically endan-
gered (CR)] on NRLs and compare how the data support these
three alternative models. We have chosen socioeconomic data
from the early 20th century to represent pre-World War I con-
ditions, whereas the situation in 1950 precedes the phase of rapid
growth of the European economies after World War II.

Results
Averaged across the 22 countries, between ∼20% and 40% of the
species examined are currently considered as facing medium-
to-high extinction risks with reptiles, fish, and dragonflies figuring
most prominently on NRLs (Fig. 1). The indicators of human
socioeconomic activities have increased considerably during the
20th century, but at different rates in individual countries (Fig. 1).
Consequently, the cross-national variation in the magnitude of
these indicators is correlated across time, but with some scatter
(Fig. S1).
Joint analysis across all seven taxonomic groups demonstrates

that values of socioeconomic activity explain current red-listed
species numbers better the longer they date back into the past
(Tables 1 and 2). The difference is particularly pronounced be-
tweenmodels using socioeconomic data from 1900 and those using
data from the subsequent time points; this is true for multivariate
models of the combined effect of all three indicators and for any
single variable model comprising only one individual indicator.
The multivariate models of each individual taxonomic group

demonstrate that the 1900 data best explain current proportions of
threatened species of bryophytes, vascular plants, dragonflies, and

grasshoppers (Fig. 2; Table 3). With respect to vertebrates, the
results are less clear, with threatened fish being most closely cor-
related to contemporary indicator levels, whereas for mammals
and reptiles, the models of 1900 and 1950 have similar support
(Fig. 2).
The environmental Kuznets curve hypothesis proposes that

wealthier economies tend to reduce their impact on the environ-
ment by increasing expenditure toward environmental manage-
ment and protection (20, 22). Because investment in such mea-
sures has played a much more important role toward the end of
the 20th century than in the previous 100 y, its potential mitigating
effects might bias correlations between indicators of socioeco-
nomic activity and numbers of threatened species toward a his-
torical explanation. To test for such a bias we repeated all analyses
after adding country-specific values of recent environmental
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Fig. 1. Proportions of species facing medium-to-high extinction risks in NRLs and trends in socioeconomic indicators in Europe over the 20th century. (Left)
Proportions of threatened species (IUCN categories EN, VU, CR) per taxonomic group across 22 European countries. (Right) Levels of three socioeconomic
variables [human population density in people square kilometer; per capita GDP in 100,000 International Geary–Khamis dollars; and human appropriation of
net primary productivity, which is defined here as the proportion of the total net primary productivity harvested by humans to the net primary productivity of
the potential vegetation (NPP0)] for the years 1900, 1950, and 2000. See Table S1 for country codes.

Table 1. Proportions of threatened species from seven
taxonomic groups and 22 European countries as explained by
multivariate models of historical or current socioeconomic
indicators

1900 1950 2000

PC1 −0.31 −0.23 −0.15
PC2 0.13 0.04 0.06
PC3 −0.20 −0.10 −0.06
R2

MF 0.22 0.09 0.04
AIC 4,830 5,637 5,943
AW >99.9 <0.01 <0.01

Fixed-effect estimates, McFadden’s R2, Akaike information criterion (AIC),
and Akaike weights (AW) for generalized linear mixed-effects models re-
lating the variation in the proportion of red-listed species to either historical
(1900 and 1950) or contemporary (2000) values of impact indicators. The
three impact indicators—human population density (PD), per capita GDP
(GDP), and human appropriation of net primary productivity (HANPP)—were
subjected to a principal component analysis before fitting the regression
models to remove multicollinearity among independent variables (PC1–
PC3). All fixed-effect estimates are different from 0 with a probability >0.99.
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expenditures as an additional independent variable. This exten-
sion indeed improved model fit (compare Tables 1 and 2 and
Table S3; Akaike weights >99.9 in favor of the models with the
expenditures included); however, it did not change the relative
ranks of the models from 1900, 1950, and 2000, except for fish,
which appear most closely correlated to socioeconomic activity
from 1950 rather than 2000, when expenditures are taken into
account (Fig. S2).

Discussion
Even though human impacts on the environment greatly in-
tensified following World War II (3, 6, 23, 24), our results suggest
that the current threat status of many species reflects a legacy of
several decades, and for four taxa even as much as a century. Such
extended time-lags have indeed been observed in habitat-scale
studies on vascular plants (12, 18) or cryptogams (25) for which
historic indicators most markedly outperformed current indicators
in explaining the proportion of threatened species in our country-
scale study as well (Table 3). Contrary to common expectations
(10, 26), however, the risks faced by taxonomic groups represented
by short-lived species such as dragonflies and grasshoppers seem
to reflect human impacts on the environment with a delay similar
to that for plants. For a similar taxonomic group, butterflies, the
available empirical evidence for delayed population response to
habitat loss is mixed with some studies reporting rather fast

(several years) (12, 27) and others relatively long (several decades
or more) relaxation times (17). In addition, theoretical simulations
have suggested that the delay in insect metapopulation extinctions
can extend well beyond 100 y (28), and that their lag times are
particularly long if available habitat networks are reduced to levels
close to the extinction threshold (29), as might be the case in many
landscapes of Europe where an intensively used agricultural ma-
trix is interspersed by remnants of near-natural and nonintensively
used habitats (30).
For the vertebrate taxa, time-lags between socioeconomic indi-

cators and population decline appear to be less pronounced. In
particular, fish were the only taxonomic group for which extinction
risks appear more closely correlated to contemporary indicators.
We do not know why fish behave differently, but it might be that
anthropogenic impacts on freshwater ecosystems, such as water
pollution, channelization, construction of dams, and water ab-
straction (31), have a more immediate effect because they not only
reduce the quality and quantity of habitats, but directly and uni-
formly modify the medium in which species live. Additionally,
historic legacies might be masked by the particularly intense but
more recent modification of the aquatic environments (23).
Mammals, however, might be particularly sensitive to habitat loss
and fragmentation because they often need large contiguous hab-
itats for survival (32) and can hence reach their extinction thresh-
olds (29) during an earlier stage of habitat degradation and loss.

Table 2. Proportions of threatened species from seven taxonomic groups and 22 European countries as explained by single variable
models of historical or current socioeconomic indicators

1900 1950 2000 1900 1950 2000 1900 1950 2000

PD 0.18 0.15 0.13
GDP 0.23 0.14 0.01
HANPP 0.35 0.23 0.16
R2

MF 0.06 0.04 0.03 0.10 0.04 0.00 0.18 0.08 0.04
AIC 5,837 5,972 6,043 5,599 5,986 6,213 5,085 5,730 5,950
AW >99.9 <0.01 <0.01 >99.9 <0.01 <0.01 >99.9 <0.01 <0.01

Fixed-effect estimates, McFadden’s R2, Akaike information criterion (AIC), and Akaike weights (AW) for generalized linear mixed-effects models relating
the variation in the proportion of red-listed species to either historical (1900 and 1950) or contemporary (2000) values of impact indicators. All fixed-effect
estimates are different from 0 with a probability >0.99.
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Fig. 2. Proportions of species facing medium-to-high extinction risks from seven taxonomic groups in 22 European countries (for data sources, see Table S2)
as explained by current and historic socioeconomic models. (Left) Relative support (Akaike weights) for multiple logistic regressions models explaining the
proportions of red-listed species by historical (1900, light gray; 1950, dark gray) or contemporary (2000, black) levels of socioeconomic impact indicators. The
three indicators (human population density, per capita GDP, human appropriation of net primary productivity) were subjected to a principal component
analysis before fitting the regression models to remove multicollinearity among explanatory variables. (Right) The deviance explained by simple logistic
regression models relating the proportion of threatened species separately to either historical or contemporary levels of the three individual indicators: GDP,
per capita GDP; LU, land use, i.e., human appropriation of net primary productivity; and PD, human population density.
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In conclusion, our results suggest that our perception of ex-
tinction risks at large geographical scales lags considerably behind
increases in socioeconomic pressures on biodiversity across dif-
ferent taxonomic groups. With respect to the future, this long lag
time implies that contemporary human pressures have already
influenced the threat that biodiversity will face in the next dec-
ades, and this is underestimated by current NRLs. Indeed, the
rapid recent increase in socioeconomic activity has triggered new,
or at least greatly intensified, pressures on biodiversity arising from
processes such as atmospheric nitrogen or acidic deposition (33),
biological invasions (5, 34, 35), and climate change (2), which now
reinforce and synergistically interact with habitat loss and frag-
mentation, themain drivers of population decline and extinction in
the past. Although these novel pressures have rarely been studied
in an extinction debt context (10), their effects on biodiversity
might be characterized by similarly long lag times (5, 18). For
example, both recent observations (36) and modeling studies (37)
suggest that range adaptations of native species to changing cli-
mates considerably lag behind the velocity of climate change (38)
and that remnant populations (39) currently occupy sites that are
no longer climatically suitable for them in the long run (18).
Given this accumulating extinction debt from different sources,

reducing further pressures on ecosystemsmight not be sufficient to
reduce future biodiversity loss. In addition, long lag times might
also blur cause–effect relationships, and if delayed responses by
species to historic drivers (e.g., land use change) are confused with
responses to more recent phenomena (e.g., climate change),
mitigation measures might target the wrong drivers. Our results,
combined with the evidence of both global (4) and European (40)
failure to reach the 2010 biodiversity target, suggest current
commitments to stop biodiversity loss in the region are even
more inadequate than currently appreciated. From a global per-
spective, the extended time lags in extinction risk in Europe might
also be a feature of other industrialized regions that have followed
a similar development path—e.g., North America and Australia
(6). Future measures to counter extinctions in these areas will
probably require the mobilization of efforts well beyond current
investment in conservation policies and importantly account for
both new drivers of population declines as well as for those that
have acted for over a century. Minimizing the magnitude of the
“sixth extinction crisis” (41) might be an even greater challenge
when temporal delays are taken into account.

Materials and Methods
Total and Red List Species Numbers. We extracted total species numbers from
national checklists, standard faunas, and floras, with some updates by na-
tional experts. Numbers of threatened species included on red lists were
taken from the most recent NRLs, >90% of which have been published

between 1995 and 2010 (Table S2). We have included only species that face
medium-to-high extinction risks (IUCN categories EN, VU, and CR) (19),
which are generally referred to as threatened species. We excluded species
that had already gone extinct [extinct (EX) and extinct in the wild (EW)] to
avoid bias in favor of an historical explanation. We used the recent NRLs in
Europe that were developed following standardized criteria established
for national to global red listing led by the IUCN since the 1990s (19). The
five IUCN criteria for assessing extinction risks are based on current status
and trends in population size, geographic range, and area of occupancy,
and include quantitative analyses of extinction risks (e.g., population
viability analysis).

Socioeconomic Indicators. The scarcity of historical socioeconomic data limited
our sample size to 22 countries (Table S1), but these are representative of the
variation in European socioeconomic trajectories and include nations from
both sides of the former Iron Curtain. Data on current and historical pop-
ulation densities and per capita GDP were taken from the Total Economy
Database (www.ggdc.net/databases/ted.htm). We standardized current and
historical per capita GDP to 1990 International (Geary–Khamis) dollars,
a hypothetical currency unit with the same purchasing power that the US
dollar had in the United States in 1990. In calculating net primary pro-
ductivity harvested by humans NPPh, we used a broad definition of har-
vested NPP (21), which encompasses biomass extracted for further economic
use and biomass destroyed during harvest.

Calculation of HANPP. As a proxy for land use intensity we used an indicator
that measures the human impact on trophic energy availability in ecosystems,
thereby quantifying the human influence on certain important ecosystem
processes (42, 43). We divided the total amount of harvested NPPh by the
NPP of the potential vegetation, i.e., the vegetation assumed to exist in the
absence of human land use (NPP0) to take biogeographic variation in natural
productivity into account. The ratio NPPh/NPP0 is an indicator of land use
intensity, and it is one variant of HANPP for which several empirical studies
(44–46) support the hypothesis that it is a valid indicator of pressures on
biodiversity (47). Different authors have used different definitions of
HANPP. Vitousek et al. (42) proposed three definitions; the definition used
here is similar, but somewhat less inclusive than Vitousek’s intermediate
definition also adopted by Rojstaczer et al. (48) and Imhoff et al. (49).
Vitousek’s intermediate definition includes the entire NPP of intensively
managed ecosystems, whereas NPPh includes only plants actually harvested
or destroyed during harvest.

We use an encompassing concept of biomass harvest that also includes
biomass grazed by livestock and biomass destroyed during harvest, such as
belowground biomass on cropland (21, 43). Data on the harvest of crops and
timber are derived from statistical sources (50–54). Grazed biomass is esti-
mated on the basis of feed balances using livestock and market feed data
from the Food and Agriculture Organization and demand factors that
considered species, region, and time (21, 55). Extraction of crop residues,
harvest losses in forestry, and belowground biomass on cropland and har-
vested forest areas are estimated using region and time-dependent coef-
ficients based on Krausmann et al. (56). NPP0 was calculated for 1910 and
2000 (Table S4) with the LPJmL model (57). Both NPPh and NPP0 are mea-
sured in terms of carbon content.

For a few countries, historic land-use data were only available for 1910.
However, because land-use changes in Europe primarily occurred in the post-
World War II period (6), we consider this approach to be justified.

Data Analysis. National floras and faunas of European countries vary consid-
erable in species richness due todifferences in country area, climatic conditions,
biogeographic setting, and other factors. We accounted for this uneven dis-
tributionof regional biodiversitybyconsidering thenumbersof speciesonNRLs
as proportions of the countries’ total native floras and faunas (Table S2): our
response variable was hence the average probability of a species from
a country-specific species pool to be on a particular country’s red list in the
early 21st century. For analyzing the data across all seven taxonomic groups,
we related the proportions of threatened species with the three socioeco-
nomic variables bymeans of generalized linearmixed-effects models (GLMMs)
with a logit link function for binomial error distributions (function glmer of
the R package lme4) (58). We used each of the seven taxonomic groups as
a grouping variable and estimated random effects for the intercept. More
complex model structures with random effects for each predictor variable did
not converge with the available fitting algorithms, especially in the case of
multivariate regression models (see below).

For contemporary andhistorical economic conditions,wefitted suchmodels
separately for each of the three socioeconomic variables and for all three of

Table 3. Goodness of fit of models relating the proportion of
threatened species from seven different taxonomic groups across
22 European countries to either historical or contemporary
socioeconomic impact indicators

AIC1900 AIC1950 AIC2000 D2
1900 D2

1950 D2
2000

Vascular plants 3,589 4,458 4,824 0.30 0.13 0.05
Bryophytes 828 861 873 0.14 0.10 0.09
Mammals 177 179 185 0.27 0.25 0.19
Fish 212 206 203 0.01 0.15 0.17
Reptiles 139 138 143 0.26 0.27 0.22
Dragonflies 171 177 193 0.26 0.22 0.10
Grasshoppers 103 111 111 0.51 0.39 0.40

Akaike Information Criterion (AIC), and Explained Deviance (D2) of mul-
tiple logistic regression models. The three indicators (human population
density, per capita GDP, and human appropriation of net primary produc-
tivity) were subjected to a principal component analysis before fitting the
regression models to remove multicollinearity among explanatory variables.
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them together. In the latter case, we first subjected the three variables of
contemporary and historic socioeconomic pressures to principal component
analyses (PCA) separately for each of the time points and then used the scores
of the 22 countries on the three axes of these PCAs as explanatory variables
in the GLMMs to avoid problems possibly arising from multicollinearity. The
PCAs were done by means of a singular value decomposition of the centered
and scaled data matrices as implemented in the R function prcomp (59).

For each fitted GLMM, we calculated the corrected Akaike information
criterion (AICc), which includes a second-order bias correction appropriate
for small sample sizes (60). We then compared the AICc of each model pair
[with the same independent variable(s) from 1900, 1950, or 2000] by means
of Akaike weights. Akaike weights are derived from AICcs and quantify the
relative support for individual candidate models as the probability that each
of them delivers the best explanation for a given dataset (60). In addition,
we assessed goodness-of-model fit by calculating McFadden’s R2 values (61),
defining the respective null models as GLMMs with an intercept term as the
only fixed effect (and the same random effects).

Regression models that include each of the socioeconomic variables
separately or in combination were also fit for each taxon separately using
logistic regression [generalized linear models (GLMs) with a logit link func-
tion] instead of GLMMs. Goodness-of-GLM fit was evaluated by calculating
the explained deviance (62) (D2), and multivariable single-taxon models were
compared by means of Akaike weights in the same way as described for
GLMMs. Using the geographical coordinates of the country’s capitals, we
checked the residuals of all GLMs for spatial autocorrelation by calculating
Moran’s I for a neighborhood radius of 1,000 km (to guarantee that each
country has at least one neighbor in the neighborhood matrix). The prob-
ability of getting an I value higher than the empirical one purely at random
was assessed by means of 999 permutations of the vector of model residuals
using the function moran.mc implemented in the R package spdep (63). To
safeguard against possible bias from spatial autocorrelation, we refitted

GLMs with a low such probability (<0.1) as autologistic models, i.e., by ad-
ditionally introducing an autocovariate calculated by means of the function
autocov_dist in the R library spdep (63). Residual autocorrelation was re-
duced in these autologistic models (with the exception of the grasshopper
model for the year 2000, Table S5), and the probability of randomly
generating an higher residual autocorrelation hence increased, but in no
case was the ranking of goodness-of-fit reversed between historic and
contemporary models compared with the respective ordinary GLMs. We
hence consider our results robust and qualitatively unaffected by spatial
autocorrelation.

To test for an eventual bias due to recent investments into environmental
protection, we collected data on recent levels of public environmental
expenditures of the 22 countries (in percent of GDP) extracted from the
European Commission’s Eurostat Web site (http://epp.eurostat.ec.europa.eu/
tgm/table.do?tab=table&init=1&language=en&pcode=ten00049&plugin=0,
accessed May 10, 2011; Table S4). We calculated the mean of the available
data from the years 1998–2009, and repeated all multivariable GLMMs and
GLMs using these expenditures as an additional covariate. All statistical
analyses were done in R 2.13.1 (60).
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