
method type of data
of building DNA sequences
trees    distances or other characters

clustering UPGMA 
algorithm

neighbor-joining tree

optimality minimum parsimony
criterion evolution

tree maximum likelihood

Bayesian analysis

Phylogenetic tree building methods



Bayes, T. 1763. An essay 
towards solving a problem 
in the doctrine of chances. 
Phil. Trans. Roy. Soc. 
London 53: 370-418.

Bayesian analysis



White
Black

FullWith Dot

Joint probability

Pr(W) = 0,4
Pr(B) = 0,6
Pr(D) = 0,5
Pr(F) = 0,5 

Pr(B,D) = 0,2

Pr(B,F) = 0,4

Pr(W,D) = 0,3

Pr(W,F) = 0,1
Paul O. Lewis, Woods Hole Molecular Evolution Workshop, 2006



Conditional probability

Pr(B|D) = 2/5 = 0,4

Probability of B given
that D is true
(i.e. excluding all F) 



Bayes rule (theorem)

Pr(B,D) = 0,2 =

= Pr(D) × Pr(B|D) = Pr(B) × Pr(D|B)

1/2   × 2/5      =  3/5    × 1/3

Pr(B) × Pr(D|B)
Pr(B|D) =

Pr(D)

3/5    × 1/3
= =   2/5

1/2 



Pr(B) × Pr(D|B)
Pr(B|D) =

Pr(D)

Pr(W) × Pr(D|W)
Pr(W|D) =

Pr(D)

Pr(D) = Pr(W,D) + Pr(B,D) = [Pr(W) × Pr(D|W)] + [Pr(B) × Pr(D|B)]

1/2   =   3/10     +    1/5      =  [4/10  × 3/4]      +  [3/5   × 1/3]

Marginal (prior) probability - probabilities of observing D 
and F, respectively without any given conditions



Bayes rule (theorem)

Pr(tree | data) = posterior probability
= probability that the tree is correct

Pr(data | tree) = likelihood of the tree
Pr(tree) = prior probability of the tree
Pr(data) = probability of data (a normalizing constant, 

which ensures that the sum of the
posterior probabilities is 1.)

Pr(tree | data) =
Pr(data | tree) × Pr(tree)

Pr(data)

Pr(hypothesis | data) =
Pr(data | hypothesis) × Pr(hypothesis)

Pr(data)

Provides the possibility of calculating probabilities of various 
hypotheses given existing data.



Example: black and white marbles in urns

Pr(D,H) = Pr(D)Pr(H|D) 
= Pr(H)Pr(D|H)

Pr(H|D) = Pr(H) Pr(D|H) / Pr(D)
Data – we selected black marble
Hypotheses – from which urn it was 

taken?

A B
40% black 80% black

Pr(H|D) = posterior probability, i.e. probability of the hypothesis given the data
Pr(D|H) = likelihood of hypothesis, i.e. probability of the data given the        

hypothesis
Pr(H) = prior probability of hypothesis - unconditional probability of the 

hypothesis, specified without reference to the data
Pr(D) = unconditional probability of the data, which can be obtained, using the 

law of total probability, by calculating the sum of the product 
Pr(H)Pr(D|H) for all possible values of H

Lewis, P. O. 2001. Phylogenetic systematics turns over a new leaf. 
Trends Ecol. Evol. 16: 30-37.



Likelihood
is simply the probability that a single marble is black, given a particular 
urn hypothesis

The likelihood for urn A is 0.4
The likelihood for urn B is 0.8
The prior probability of each urn is 0.5

Pr (black marble was drawn) 
= (0.5)(0.4) + (0.5)(0.8)     = 0.6  - the sum of the product Pr(H)Pr(D|H) for all

values of H (urn A and urn B)
Posterior probability

Pr (urn A / black marble was drawn)
= (0.5)(0.4) / 0.6  = 1/3
Pr (urn B / black marble was drawn)
= (0.5)(0.8) / 0.6  = 2/3

Thus, the probability that the black marble came from urn B, given the datum, 
is 2/3, In this case, the posterior distribution (0.33, 0.67) represents an updated 
version of the prior distribution (0.5, 0.5)



Likelihood of hypothesis θ
Prior probability of
hypothesis θ

Posterior probability of
hypothesis θ

Marginal probability of data

The previous example dealt with hypotheses with discrete values, 
in Bayesian analysis we mostly use continuous parameters. In 
such cases probabilities of discrete hypotheses are replaced by 
functions of probability densities.



Likelihood

Prior probability density

Posterior probability 
density

Marginal probability of data



The prior probability – probability of the tree 
before observationas are taken, mostly all trees 
are considered equally probable (but some trees 
may have higher probability, e.g., based on 
taxonomic knowledge).

The likelihood – proportional to the probability of 
observations (e.g., DNA alignment) conditional on 
the tree topology; it is calculated using models of 
character evolution (requires making specific 
assumptions about the processes generating the 
observations.

The posterior probability of a tree – is the 
probability of the tree conditional on the 
observatioins; it is obtained by combining the 
prior and likelihood for each tree using the Bayes’
Formula.

Huelsenbeck, J. P., F. Ronquist, R. Nielsen & J. P. 
Bollneck. 2001. Bayesian inference of phylogeny and 
its impact on evolutionary biology. Science 294: 2310-
2314.



When calculating posterior probabilities using Bayes’ rule we face 
the problem that we need to summarise information on all trees, for 
all trees all branch length parameters and also for all parameters of 
substitution models.

Therefore we use Markov chain, which moves in the space defined 
by the model parameters.

Each step in Markov chain involves random modification of the tree 
topology, branch length or parameter in substitution model. If the 
posterior probability for such modified tree is higher this step is 
accepted.

If the posterior probability for such modified tree is lower, then we 
use the function that is based on the ratio of new and old posterior 
probability. Decission whether the given step is accepted or not 
depends on the value of this ratio. 



Substitution models

JC – equal substitution rates;
equal base frequencies
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K2P – two different 
substitution rates;
equal base frequencies

F81 – equal 
substitution rates;
unequal base 
frequencies HKY – two different substitution rates;

unequal base frequencies

GTR – 6 different substitution rates;
unequal base frequencies
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Lewis, P. O. 2001. Phylogenetic systematics turns over a new leaf. 
Trends Ecol. Evol. 16: 30-37.
Paul O. Lewis, Woods Hole Molecular Evolution Workshop, 2006

MCMC – Markov chain Monte Carlo method



MCMC – Markov chain Monte Carlo method



Cold landscape,
high hills and deep valleys

Heated landscape,
low hills and shallow 
valleys

MCMCMC –
Metropolis coupled Markov chain Monte Carlo method



The heated chain serves to the cold chain aa a scout

Step proposed by the scout

MCMCMC –
Metropolis coupled Markov chain Monte Carlo method



In each generation there is a certain probability that the
heated and cold chain exchange their positions and thus the 
cold chain can reach the higher hill

MCMCMC –
Metropolis coupled Markov chain Monte Carlo method



In each generation there is a certain probability that the
heated and cold chain exchange their positions and thus the 
cold chain can reach the higher hill

MCMCMC –
Metropolis coupled Markov chain Monte Carlo method





Robot makes only random steps

MCMC – Markov chain Monte Carlo method



There are two hills in the landscape and the robot after 
several steps (burn-in period) reaches the top of of the 
hills ...

Inner circle – 50%
Outer circle – 95%

Random direction of steps, length 
of steps have gamma distribution



... where he stays, although there is also higher hill in the landscape

MCMC – Markov chain Monte Carlo method



Heated chain (steps of the robot that serves as a scout), gives the 
cold chain (another robot) the reach higher hill ...

MCMCMC –
Metropolis coupled Markov chain Monte Carlo method



Landscape – evolution trees with certain length of branches 
and other parameters

Height of the hill – posterior probability density that is a
product of:

likelihood – probability of data given certain tree 
and its parameters (lengths of branches, substitution 
parameters, speed of changes on certain positions) 

prior probability density

MCMC – Markov chain Monte Carlo metóda



Steps:
We start with the randomly chosen tree and arbitrarily 

chosen length of branches and substitution model 
parameters

Each generation is represented by one randomly chosen 
possibility of the following two ones:

Another tree is chosen and it is accepted or not
Another model parameter is chosen and it is accepted or not

Each k generations (usually 100) the tree is recorded with its 
branch lengths and all model parameters

MCMC – Markov chain Monte Carlo method



After n generations the Markov chain reaches stable equilibrium
when certain topologies appear in stable frequency. This 
frequency is a convenient approximation of their posterior 
probabilities.

In the equilibrium stage the likelihood values are more-less 
stable.

From the acquired trees in the equilibrium stage we can make
consensus tree.

The number of times the respective clade appears on the trees in 
this tree selection is essentially equivalent to the bootstrap value 
in the ML analysis. 



Huelsenbeck, J. P., F. Ronquist, R. Nielsen & J. P. Bollneck. 2001. Bayesian inference of 
phylogeny and its impact on evolutionary biology. Science 294: 2310-2314.

The posterior probabilities of individual "clades" are highly correlated between two 
independent chains - Metropolis coupled MCMC 



Salemi, M. & Vandamme, A-M., eds. 2003. The Phylogenetic 
handbook. Cambridge University Press, Cambridge.

Hall, B. G. 2004. Phylogenetic trees made easy. Ed. 2. Sinauer 
Associates, Sunderland.

Felsenstein, J. 2004. Inferring phylogenies. Sinauer Associates, 
Sunderland.

Lewis, P. O. 2001. Phylogenetic systematics turns over a new leaf. 
Trends Ecol. Evol. 16: 30-37.

Huelsenbeck, J. P., F. Ronquist, R. Nielsen & J. P. Bollneck. 2001. 
Bayesian inference of phylogeny and its impact on evolutionary 
biology. Science 294: 2310-2314. 



MCROBOT

https://plewis.github.io/software/



program MrBayes
http://nbisweden.github.io/MrBayes/





Huelsenbeck JP and Ronquist F. 2001. MRBAYES: Bayesian inference of 
phylogenetic trees. Bioinformatics 17: 754-755.

Huelsenbeck JP, Ronquist F, Nielsen R, Bollback JP. 2001. Bayesian inferemce 
of phylogeny and its impact on evolutionary biology. Science 294: 
2310-2314.

Archibald JK, Mort ME, Crawford DJ. 2003. Bayesian inference of phylogeny: 
a non-technical primer. Taxon 52: 187-191.

Ronquist F. and Huelsenbeck JP. 2003. MrBayes 3: Bayesian phylogenetic  
inference under mixed models. Bioinformatics 19: 1572-1574.

Ronquist F. 2004. Bayesian inference of character evolution. Trends in ecology 
and Evolution 19: 475-481.

Other References in the Manual (MrBayes version 3.2 Manual), which is 
downloadable as part of the installation package.



http://mrbayes.sourceforge.net/Help/help.html



http://mrbayes.sourceforge.net/Help/help.html



http://mrbayes.sourceforge.net/commref_mb3.2.pdf



Manual is included in the installation package MrBayes-3.2.7-WIN



MrBayes analysis - stepwise tpsubmission of commands
- commands are included in the nexus file

Note: examples of commands and outputs are from the previous 
version of the program, current version will be used in practicals



1. reading nexus file



2. Selection of outgroup for rooting the tree

3. Saving the output into the log file



4. Setting the model parameters

help lset...display of possible parameters



4. Setting the model parameters
1 = F81 model, 6 = GTR model

5. setting the “prior settings” – setting of parameters based on prior specifications
help prset...display of parameters and possible settings



6. Setting the analysis parameters

help mcmc...display of possible settings



6. Setting the analysis parameters – number of generations, temperature

7. Start of the analysis



Analysis is going on





Acceptance rates for the moves in the cold chain – thumb rule, according 
to which the values should be between 10-70%

State exchange information – in lower line of upper diagonale

Acceptance rates for the swaps between chains separated by only one
heating step – thumb rule, according to which the values should be 
between 0.1-0.7
These parameters can be changed by changing temperature



8. Summary of the output – likelihood scores of individual trees
sump



8. Summary of the output – deleting of ca. 10% (initial) trees, 
checking by likelihood scores



8. Summary of the output – deletion of ca. 10% initial trees, calculation of the 
consensus tree
sumt





Output of analyses – files:
*.p – recorded model parameters for particular generations
*.t – recorded topology of the tree and branch lengths
*. con – recorded consensus tree with posterior probabilities for individual branches
(-> program TreeView)



Output of analyses – files:
*.p – recorded model parameters for particular generations
*.t – recorded topology of the tree and branch lengths
*. con – recorded consensus tree with posterior probabilities for individual branches
(-> program TreeView)
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