Parsimony analysis techniques for large data sets



Parsimony analysis techniques for large data sets

Traditional techniques
Small data sets (up to 25-30 taxa)

exhaustive search branch-and-bound
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Parsimony analysis techniques for large data sets

Traditional techniques
Middle size data sets (up to 200 taxa) — heuristic methods

(1) stepwise addition
A B

First three objects are merged Y
C

Then the fourth is randomly selected and gradually added to the
three existing branches
A: :c C : : D C: :A
B D B A B D
The individual trees are judged according to the optimization criteria

and one or more of the shortest ones are left until the next round,
where the fifth object is added, etc.
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Traditional techniques
Middle size data sets (up to 200 taxa) — heuristic methods

(2) Wagner trees
- they are created by gradually adding taxa to the place on the tree that
corresponds to the most parsimonious solution
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- problem: taxa are placed in the place on the tree that corresponds to
the most parsimonious solution with respect to the taxa already on the
tree, the most parsimonious location of the taxon on the overall tree
might be different
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Traditional techniques
(3) branch-swapping

tree bisection and reconnection
(TBR)

A separate part of the tree is
added to each possible branch
of the remaining part of the tree
and the shortest resulting tree is
searched

The number of such searched
options increases with the cube
of the number of taxa
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(if the number of taxa increases from 10 to 80, the time required for the search

will increase 400x)
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Traditional techniques
TBR may not always find the shortest tree - the problem of local optima

(islands)
GLOBAL

MAXIMUM local
maximum

Possible solution strategies:
(1) RAS - random addition sequence - during the repeated formation of
Wagner trees, taxa are added in random order (RAS + TBR strategy)

(2) When swapping, suboptimal trees are also left for the next round (less
effective strategy)
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Strategy used in the program NONA (NONA strategy)

(1) Reduces the number of (Wagner) trees left from each replication,
minimizing time spent on each "island"

(2) Maximizes the number of initial trees from which the search begins
(number of replications)

(3) The resulting trees are collected from all replications and this file is used
for a complete analysis, leaving more trees

Data set of 500 sequenes rbcL gene (Chase et al. 1993) — Zilla data set:

1 month, PAUP, Mac, TBR from one replication — length of 16225 steps

11.6 months, PAUP, Sun, strategy of leaving more trees in each step (as
much as RAM allowed), 8 replications - 8000 trees with a length of 16220
steps (Rice et al. 1997)

NONA program, Sun (left 2 trees from replication, combined results of 20
replications, then TBR with leaving 100 trees) - tree length 16220 steps
on average every 78 hours, tree length 16218 steps on average every
150 hours
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Large data analysis techniques (> 500 taxa)

(over 500 taxa is no longer an effective NONA strategy either)

Parsimony ratchet
Sectorial searches
Tree fusing
Tree drifting

+ their combinations
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Parsimony ratchet

(1) An initial tree is generated - a random arrangement of taxa, the creation
of a Wagner tree, TBR branch-swapping, leaving a few trees (1-2)

(2) The tree found in step 1 will be used as a starting point for the iterative
strategy

(3) Arandomly selected subset of characters (5-25% of informative
characters) is perturbated (distorted); typically the selected characters
will double their weight or a jack-knife will be used where these
characters will be omitted (their weight will be reduced to 0)

(4) The tree found in step 1 is swapped with TBR using changed character
weights, calculating its length, leaving one or a few trees when
swapping - this "handles" the transition from one "island" to another
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Parsimony ratchet

(5) The character weights are returned to the original state (with the
same weights, or different weights if these were at the beginning of
the analysis), the tree created in step 4 is used to "swap" (leaving one
or a few trees) until for "undisturbed" data does not find the shortest

tree

(6) The analysis returns to step 3, where the randomly selected
character set is perturbated

The procedure is implemented in several programs - TNT, NONA,
PAUPRat (parsimony ratchet application in the PAUP program)



Cladistics 15, 407-414 (1999)
Kevin C. Nixon
The Parsimony Ratchet, a New Method for Rapid Parsimony Analysis

500 taxon rbcL analysis - 60 characters perturbed
I= Pentium 266 mHz
o 16227 A Windows NT
= | \ Nona/NT
2 \Chase et al. trees: 16225 steps => 11 minutes
o 16225
: A
l—
16223
I|||__ SRR _‘I-'I I'II1
16221 Rice, Donoghue, Olmstead trees: 16220 steps == 41 minutes
16219 e .
16218 => 90 minutes =
16217
iteration # 90




Cladistics 15, 407-414 (1999)
Kevin C. Nixon
The Parsimony Ratchet, a New Method for Rapid Parsimony Analysis

500 taxon rbcL analysis - 40 characters sampled

16245 i e
Yentium 266 mHz
16243 Windows NT

16241 3 Nona/NT
16239 §

16237
16235
16233
16231
16229
-77¥a | Chase et al. trees: 16225 steps => 16 minutes
16225 fum

16223 Y

16221 Rice, Donoghue, Olmstead trees: 16220 steps => 48 minutes
16219 '
16217

Tree length

100 200 iteration # 300
16218 => 72 minutes
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Parsimony ratchet

Advantages:

The "islands" of the trees are not searched as intensively as in the
PAUP program, which does not generate an unnecessatrily large
number of suboptimal trees with a similar topology as the shortest trees
on the island.

Unlike the NONA strategy, it does not start building a new tree in every
"replication” but starts with a tree that retains information from already
found trees (but they can be from another "island")

Disadvantages:

For smaller data files, it may not always find the same number of trees
as a search in the PAUP program, and the resulting consensus tree
from the TNT program may have a higher resolution than the tree from
the PAUP program.
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Tree fusing

The basic idea of the method is the exchange of subgroups of taxa
between trees (in order to find a shorter tree)

Exchanges include all groups with more than 5 taxa that are present
on a strict consensus tree made up of trees between which
subgroups are exchanged (groups should not be equally
dichotomously divided within)

Order of steps:

(1) Atree is randomly selected ("target tree")

(2) One of the remaining trees is randomly selected ("source tree"), if
there is no longer another tree to merge, SPR is swapped and the
procedure returns to step 1

(3) The result of moving each group of taxa from the source to the
destination tree is evaluated and the process returns to step 2



subtree pruning and regrafting (SPR swapping)
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Tree fusing

If the trees we have are suboptimal, tree fusion will almost always create
trees that are closer to the optimum.

Goloboff (1999) states that 10 x RAS + TBR on the Zilla data set takes
about 5 minutes and the resulting trees are 16,225-16,230 steps long, a

few seconds of tree fusion application reduced the length of the tree for
16,220-16,222 steps

It is likely that at 10 x RAS + TBR each of the sectors will be in the
optimal length on at least one of the trees - what we need is to combine
these optimal sectors from the individual trees



Parsimony analysis techniques for large data sets

Sectorial searches

The basic idea of the method is the selection of sectors from the trees and
their separate analysis, if it is possible to achieve a better configuration in
this sector, it is returned to the original tree

Sectors are selected either randomly, on the basis of a consensus tree, or in
a mixed manner

After a certain sector of the tree (set of taxa) is selected, the data file is
partially simplified compared to the original, from several (3-4) character
states they become binary and some of the characters cease to be
Informative (they are identical in the whole data subset). This speeds up the
analysis compared to the original data set



.....................
........

..........
..............

Sectors marked on the tree

..........
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Sectorial searches
RSS — random sectorial searches

Order of steps:

(1) A sector is randomly selected from the tree to contain approximately
35-55 terminal taxa (individuals)

(2) About 3 replications will be made with the reduced set, if these
replications do not improve the topology, proceed to step 3, if the
topology improves, three more replications will be made and proceed
to step 3

(3) The best result from step 2 is selected and placed on the overall tree
(4) After 5-10 exchanges on the tree, the whole tree will be swapped

(5) The whole procedure is repeated, for the set Zilla 20-25 repetitions
proved to be effective, for the set with 854 taxa 50-60 repetitions
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Sectorial searches

CSS — consensus sectorial searches

The procedure is similar to a random sector search, differing only in the
way the sectors are selected

Sectors here are selected from a consensus tree (created in another
analysis), where the polytomies in the consensus tree represent a conflict
in the data, the number of taxa (individuals) in the selected sector should
be approximately 10

MSS — mixed sectorial searches

Each replication starts with RAS + SPR, as soon as the SPR is
completed, a consensus tree is created with the tree from the previous
replication (better resolution than with CSS)

XSS — exclusive sectorial searches

The tree is divided into the same non-overlapping sectors, which together
cover the whole tree
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Tree drifting

The basic idea of the method is to repeat TBR alternately with acceptance
of only optimal and optimal and suboptimal trees ("drift" phase)

Suboptimal trees are accepted during the "drift" phase with the probability
to which they are suboptimal. What is important here is the probability of
accepting a suboptimal tree, which is based on the absolute difference in
the number of steps and on the scale of the character conflict.

Trees that are so long or better are always accepted

After a certain number of accepted changes in the "drift" phase, the
analysis returns to accepting only optimal trees

The process is repeated several times

The best results are achieved by a combination of methods: the optimal
procedure involves RAS + TBR, then sector search, then "drift" or "ratchet"
and the results are then merged
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In the parsimony analysis, all the most parsimonious trees were always
searched for.

A more efficient approach is to find the minimum number of most
parsimonious trees that will provide the same consensus tree.

This can be better achieved by finding multiple independent shortest trees
most likely from different "islands" rather than TBR by "swapping" trees
from the same "island".

As the number of equally parsimonious trees increases, the consensus
trees become less and less resolved, over time the resolution becomes
stable - at this point it is likely that a tree with the same resolution as from
all equally parsimonious trees is obtained.

The whole process can be repeated to gain certainty
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Goloboff, Farris, & Nixon, 2003

Download

last update: Feb. 21, 2022 (except
Mac)

(note Lin32 and Mac32 are discontinued)

f w Menu interface — standard version
WlndOWS Menu interface — no taxon limit

Command-driven version

Cygwin version (new, including MPI!)

i ;. Mac 64
Mac 64 —no taxon limit

Mac

\ . Linux 64
Linux
! Linux 64 —no taxon limit

Ll

Linux 64 — with MPI

TNT stands for "Tree analysis using New Technology". It is a program for phylogenetic analysis under parsimony (with very fast tree-
;| searching algorithms; Nixon, 1999, Cladistics 15:407-406; Goloboff, 1999, Cladistics 15:407-428), as well as extensive tree handling and
n diagnosis capabilities. It 1s a joint project by Pablo Goloboff. James Farris, and Kevin Nixon.

http://www.lillo.org.ar/phylogeny/tnt/
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TNT version 1.5, including a full implementation of phylogenetic
morphometrics

Pablo A. Goloboff** and Santiago A. Catalano®P®

*Unidad Ejecutora Lillo, Consejo Nacional de Investigaciones Cientificas v Técnicas, Miguel Lillo 251, 4000 S.M. de Tucwmdn, Argentina;
?Facultad de Ciencias Naturales e Instituto Miguel Lillo, Universidad Nacional de Tucumdn, Miguel Lillo 205, 4000 §. M. de Tucumdn, Argentina

Accepted 29 February 2016

Abstract

Version 1.5 of the computer program TNT completely integrates landmark data into phylogenetic analysis. Landmark data
consist of coordinates (in two or three dimensions) for the terminal taxa; TNT reconstructs shapes for the internal nodes such
that the difference between ancestor and descendant shapes for all tree branches sums up to a minimum; this sum is used as tree
score. Landmark data can be analysed alone or in combination with standard characters; all the applicable commands and
options in TNT can be used transparently after reading a landmark data set. The program continues implementing all the types
of analyses in former versions, including discrete and continuous characters (which can now be read at any scale, and automati-
cally rescaled by TINT). Using algorithms described in this paper, searches for landmark data can be made tens to hundreds of
times faster than it was possible before (from T to 37T times faster, where T is the number of taxa), thus making phylogenetic
analysis of landmarks feasible even on standard personal computers.

© The Willi Hennig Society 2016.
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Format of the data file for the program TNT (identical with the format of the
program Hennig86) xread

'‘Empetrum’

28 14

enkianthus 0000000000001000100000??0000
daboecia 0000000000001000010000??0100
album 0110100101100111110112001100
conradii 0110100101100111110111?11117
ceratiola 0110100100010112110111101110
nigrum 1101100210010111111112310110
hermaphrod 1101100210010011111112310111
subholarct 1100110210010111111112310111
kardakovii 11001002100101111111124101?7?
eamesii 1110100210010011111112410117
atropurpur 1110100210010011111112510111
medium ?110100210010011111112210110
rubrum 0101100210010111111112210117

maclovian 2110101210010111111112210110

V programe TNT je mozné nacitat aj nexus format
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Lo b R My computer | Rioow -

"Help" for the program is in the form of an html file and is installed in the program
directory when unpacking the file "ziptnt.exe", copied to the directory c: \ WINDOWS \,
then works as Help in the program itself




V TnT - 1.5 - Willi Hennig Society Edition

File Trees Optimize Data  Analyze Settings Format Help

:\: |”“"‘-‘

A RS

WJLd

Enter command:

Introductory page of the program TNT

Mo data read |D trees ‘ |ND log file open, no tree file open 4
4 ’E 4 .
|




V TnT - 1.5 - Willi Hennig Society Edition .
Trees Optimize D[Data Analyze Settings Format Help
Open input file A |90-t§| ‘ | .l
MNew... A
Read compact tree file =
Merge/Import data »
Output 4 Open output file
II Tree Save file » Open output file (append) ||
Command line Close output file
1 C:A\d\My Documents\PrednaskaZaFeKla\tnt\EMPETRUM.DAT Save display buffer
Print display buffer
exit
Open metafile
Close metafile
No data read 0 trees Mo log file open, no tree file open )

i

Opening of the .log file for sequence of steps and the results of the analysis



rTnT—ltWil'He i
Optimize
s [/

' Open Input File ‘

File Trees Data Analyze Settings Format Help

o |

2|

@j@i“ « My Documents » PrednaskaZaFeKla » tnt
L.

v‘ +y | ‘ Search tnt
W

Organize ~ MNew folder

= -

1 e

| My Documents # Mame

Date modified

Downloads
o ‘ @l contin

30. 3. 2010 10:55

@l example
@] landmark_example
@l multik_demao

(3 zilla

| Libraries
J_HL, Documents
Q, Music

-~ Pictures

!. Videos

'l% Homegroup

& Computer

& Local Disk (C:) 0 |

30. 3. 2010 10:55
11.11.201511:13
25.8. 2011 14:34
30. 3. 2010 10:55

No preview
available.

File name: contin

Opening the data file — in the format of the program TNT or in the nexus format

| INTfiles (nt)

Open
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W TnT-15-Wi

File Trees Optimize WREIEM Analyze Settings Format Help

DE?l_a'k—_E t:wa JS Taxa u@ A | A |9°-'”E| 4 | .l

Reading fron C:ivdiHy Docunents'h Show taxon status -
Reading file CivdWHu Docunents'h |
Hatrix (803273, 16 states). Hen Cutgroup taxon . .
Closing HERLS file W TnT - 1.5 - Willi Hennig Society Edition
Taxon groups r —
File Trees Optimize Data Analyze Settings Format Help
Character settings o) 3
Show character status L Reading fron C:vd'Hy Docunent s'PrednaskaZafetLabtnt'nar it ina_f inal_trn.nex
Reading file Czd'Hy Docunent shPrednaskalaFek1aitntnar itina_f inal_trn.nes az HEXUS
ShDW min'max S‘Eeps E?h‘@x [ﬁgiﬁg%%ﬁ states). Henory vequired for data:  0.69 Hbytes
0z Lhg 1le
List character names
Character groups/blocks ¢
Use as
Define constraints outgroup: | eilSIES =]
) M3maritCRB (4]
Show constraints maritHAB
JmarbmaritCRO
OK 8
Save data J220maritCp
J204dmaritCL1
»
Export data J208maritCB1
Show matrix J215maritCC3
B RsylvestrisAFO?9352aAF36E
Edit data ’ RpalustrisAF079351aAF362 -
C\d\My Documents\Predni|D trees Lines 0-3 of 4 |No log file open, no tree
<
Chd\My Documents\Predni|D trees |Lines 0-3of4d —_—

1 @;.:i

Selection of the outgroup



File Trees

Optimize
ol

AR

Beading fron CawdbHy DocunentsiPrednaskad
Reading file C:vdWHy Docunents\Predhaszkad
Hatrix (893473, 16 states). Hanory vequir
[lozing HEXIS fila

Mutgroup is tason 71 - RaylwestrisAF0?9
Outgroup is tason 72 - RpalustrisAFD?93

=

Data BALEWFEEN Settings

Format Help
Implicit enumeration |90-t§| ‘ | .|
Traditional search ] .|
New Technology search B
Suboptimal
Search level
Show parameters... r
Search time-out
Quick collapsing during searches
Resampling r - ] ] - | =1
i V TnT - 1.5 - Willi Hennig Society Edition — e = J
Estimate consen: -
File Trees Optimize Data Analyze Settings Format Help
Read in — Starting trees . .. I-- i
ﬁsﬁsi: ® “Wagnertrees ( trees from Ak @
Clogin
Nut = [~ stopwhen
Dﬂtglg I1 ZI random seed e i

Chd\My Documents\Predn: |0 trees
4

|1D i’ repls. (number of add.seqs.)

— Swapping algorithm ...
" none
(" subtree-pruning-regrafting (SPR)

(@ tree hisection reconnection (TBR)

trees to save
per replication:

s

[~ collapse trees after the search
[~ enforce canstraints

[ replace existing trees

[~ keep all trees found

Cancel | Search |

_Traditional search”

CA\d\My Documents\Predn:|0 trees
<

Lines 0-5 of 6

|No log file open, no tree file open

—




V TnT - 1.5 - Willi Hennig Society Edition

File Trees Optimize Data Analyze Settings Format Help

= | | [, 12 2] = | o] & | A

Beading fron C:wdtHy DncunentsRFrednaskaEaFeHlaﬂtntﬂnarlt1na_flnal_irn Hia
Beading file C:hwd'Hy DocunentzhPrednaskafaFeklahtntnarit ina_final tren.nes az HEXDS
Hatvix (893273, 16 statesz). Henory required for data:  0.69 Hbytes
Cloging HEXUS file

Outgroup iz tawon M - BsylvestrizAF079352aAF362649

Outgroup iz tawon /2 - PBpalustvizAFO079351aAF362669

0 treez in Henory

Bandon geed iz 1

Eapl. Algor. Trea Score Bazt Score  Tine Fearrangs.
1 TBR Mot 80 - 353 g:00:00 6,873,547
Conpleted 10 vandon addit ion sequences.

Total rearrangenents ewxanined: 6,873,547,

Bezt zcore hit 10 tines out of 10 (some veplicat ions owerf loed).

Best zcove (TBR1: 353, 80 tvees retained.

Tine 0.14 zocs.

t.\“\.t 'ﬂlj'ﬁ'l.#‘l "r'".-'"ir
-

=|a|®|

Result of the traditional search




v TnT - 1.5 - Willi Hennig Society Edition

Settings Format Help

w Optimize Data Analyze
View
Display/Save
Multiple tags »
Tree Groups »
Consensus
Super-tree
Comparisons »

Bremer Supports

Swap and report moves

Tree buffer r
Describe r
Taxonomy ¥
Monophyly ¥
Reroot

Random tree(s)

ars

|4 Al | ®]

ina_f inal_trn.nex
ina_final_trn.nex as HERUS

Hatvix [893x73, 16 states). Henory vequired for data:
Cloging HERUS fila

(utgroup is taxon 71 - ReulvestrizAFO79352aAF362044
Qutgroup iz taxon 72 - RpalustvisAFO79351aAF362669

trees in Homnrn

0.69 Hbytaes

Roading file C:vdiHu Docunents\Pradnaska? aFeklabtnt\navit ina_f inal_tre.nex as HEXUS

Rardon
Repl.

—Calculate...
10 ]
Conple |7 Strict (=MNelsen)
Tatal
Bast g
Bast g
Tine 0

[~ shawlocation of pruned taxa

[~ Combinahle Components

[ hajarity Rule

Cut-off I ﬂ

[~ Frequency Diffs.

Cut-off I ﬂ

Using...
@ alltrees
" selectirees

" group of trees

Include...

(e alltaxa

 selecttaxa

— Show/Save...

@ show/sawve tree diagram

" sawve to RAk

Chd\My Documents\Predn: |80 trees
4

 group of taxa

Mote: trees will be temporarily collapsed, when min.
hranch length is zero

Cancel

Ok

.69 Hbytes B
N TnT - 1.5 - Willi Hennig Society Edition*j | = B X I
- o — o— i
|]i File Trees Optimize Data Analyze Settings Format Help
Roading fron C:hvdHy Docunents'\PraednaskaZaFek lavint\narit ina_f inal_tre.nex N

CA\d\My Documents\Predn: |80 trees

| 4

Lines 0-14 of 15

Mo log file open, no tree file open

L .

Strict consensus tree



Strict consensus tree
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File Trees Optimize Data

ﬁJEEl | |

Reading from C \d
Reading file C:~d
Matrix (893x73, 1

Closing NEle

U“Hq

Techniques for
large data sets
(> 500 taxa)

Setting the
intensity of the
search

Settings Format Help
Implicit enumeration Jgoto I I I
Traditional search eEia:t nt :mar;t ;!_ma_; 1 nai_t rn. nex NEXUS
New Technal h eklaxtntxmaritima_frinal_trn.nex as
ew fecnelogy seare for data: .69 Mbytes
Suboptimal
Search level
Show parameters... 4
Search time-out
v Quick collapsing during searches
Resampling
Estimate consensus
N TnT - 1.5 - Willi Hennig Society Edition [ SR —
File Trees Opt|m|ze [Crata Analyze Settings Format Help

—Usze. .

O=Z00
b 11T 1T

[v Sect Search

settings I

I_ Ratchet

settings |

— Get trees from...

@ Driven search

zet initial level I
Init. addzeqs: |5 ﬂ

(® Find min. length

i’ times

I_ Check level every I_j bt
I_ Use score bound of I j
I_ Give up at zcore I j

I_ Dan't upgrade bound

(" Stabilize consensus I_i’ times, with factar l_il

I_ when consensing, exclude selected taxa from consensus

[ Dt

zettings |

¢ Random addition sequences I j rumber of addsegs.

Rk

|7 Tree fusing

settings |

—Fandom seed

=

I_ Enforce constraints

F Replace existing trees

I_ Collapse trees after search

I_ Keep all rees found
F Auto-constrain

Cancel | Search |

maritima_final_trn.nex

inal
69 Mbytes

“maritima_
a: a.

_trn.nex as NEXUS

= e ]

Set search for |?3 ﬂ
at level I ﬂ

/ (0] I Cancel |

0-99



W TnT - 1.5 - Willi Hennig Society Ediion o i — > Y

File Trees Optimize

Ratchet parameters ...
-

— Stop perturbation phase when .

Data Analyze Settings Format Help

IZD ﬂ substitutions made, ar IEE ﬂ ¥ swapping completed

[v Alternate equal weights

—Perurbation phase . .. —MNumber of iterations . ..
4 ﬂ Up-ﬁ.ﬁe|ght|ng prDb_ I:I j TDtEﬂ number
= o 0 * | Auto-constrained
Zl Down-weighting prob. = | iterations

Cancel | ]

Setting the parameters of the method

3 _final_trn.nex

_final_trn.nex as NEXUS
Mbvytes



Constraints is OFF _ . B : :
Random seed is 1 ,Driven search” —results of the search at the intensity level 15
B trees in memory

Repl. Algcr. Tree Score Best Score Time Rea an

) FUSE S e —m——— D:00: 22 1,304,9 1
Completed search.

Total rearrangements examined: 1,304,941.

No target score defined. Best score hit 1 times.
Besg score: 353. 8 trees retained.
Secs.

Constraints is OFF  Driven search” - results of the search at the intensity level 99
Random seed is 1

B trees in memory

Repl Alg Tree Score Best Score Time Re a ng
1 S it 353 P:00:91 o1, 85
Ccmpleted search.
Total rearrangements examined: 51,132, 385.
No target score defined. Best score hit 1 times.
Best score: 353. 19 trees retained.

Random addition sequences, 1000 replicates — results of the search

Space for 40000 trees in memory

Constraints is OFF

Random seed is

B trees 1n memcry

Repl. Al Tree Score Best Score Time
1@@@ FU E 1oz - 353 V:03: 14
Completed search.

Total rearrangements examined: 4,825,467,220.

No target score defined. Best score hit 1 times.

Best score: 353. 168 trees retained.

194.92 secs.

7. 220

50
(4 117]
N7
U1
.



V TnT - 1.5 - Willi Hennig Society Edition

For help on command "xxxx" enter "help xxxx" or "xxx7?"
For help on ALL commands, enter "helpx"
For helﬁ wlth scrlptlng language, enter "help+"
Enter el topic 1" for possible help topics.
COMMANDS:
agFOUﬁ alltrees ancstates apo bbreak beep best
blengt locks break bsupport ccode cedir change
chkmoves chomo ckeep cls clbuffer cnames collapse
comcomp condense constrain costs cscores cstree dmerge
drift edit echo export fit fillsank force
freqdifs help hold h{ rid ienum incltax info
log keep length mark Ilmbox Imrealign lquote
majority matcht ax map minmax mixtrees mono mrp
mult mxram mxproc naked nelsen nstates outgroup
procedure pause pPCrprune pfijo piwe pPruncom prunmajor
prunnelsen pruntax qcollapse qnelsen quote quit randtrees
ratchet rcompl rdir rebuild recons report reroot
resample resols rfreqgs riddup rseed run save
screen scores sectsch shortread shpcomp silent slfwt
smatrix sort sprdiff subopt svitxt tables taxcode
taxlabels taxonomy taxname tchoose tcomp tequal tfuse
tgroup t imeout tnodes tplot tread tsave tshrink
tsize ttags txtsize tzert view vversion warn
watch XCOmp Xgroup xinact xmult XpPerm xpiwe
xread xwipe unique unshared usminmax window zZzZ
Enter command: help
Mo data read 0 trees Lines 0-26 of 27 Mo log file open, nc
4 |

/ Depicts possible commands



V’ TnT - 1.5 - Willi Hennig Society Edition

chkmoves chomo ckeep cls clbuffer chnames collapse
comcomp condense constrain costs cscores cstree dmerge
drift edit echo export fit fillsank force
freqdifs help hold ri ienum incltax info
log keep length {mark lmbox lmrealign lquote
majority matchtax map minmax mixtrees mono mrp
mult mxram mxproc naked nelsen nstates outgroup
procedure pause pCrprune pfijo piwe pruncom prunmajor
prunnelsen pruntax qgcollapse qnelsen gquote quit randtrees
ratchet rcompl rdir rebui recons report reroot
resample resols rfreqgs riddup rseed run save
screen scores sectsch shortread shpcomp silent slfwt
smatrix sort sprdiff subopt svtxt tables taxcode
taxlabels taxonomy taxname tchoose tcomp tequal tfuse
tgroup t imeout t nodes tplot tread tsave tshrink
tsize ttags txtsize tzert view vversion warn
watch XComp Xgroup ®xinact xmult Xxperm xpiwe
xread xwipe unique unshared usminmax window zzz
RATCHET
Ratchet, from trees in memecry. Options are:
iter number of iterations
[nolequal periodic rounds with original weights [hot]
numsubs number of replacements (i.e. accepted tree

rearrangements) to do in perturbation phase

probability of upweighting a character

same, for downweighting

number of auto-constrained cycles

percentage of full swap to complete during perturbation
if score N or better found, stop

upfactor N
downf act
[nolautoconst N
[nolgiveup N
indscore N

[nolfuse NxR fvery N iterations, do R rounds of fusing to the N
rees
[noldumpfuse if fusing fails to produce a better tree, [don’t]
dump all the suboptimal trees
[neltradrat [don't] run the original ratchet (i.e. noequal

during perturbation swap to completicon and don't
accept equally good rearrangements).
Options are set with "ratchet:[options];" or "ratchet=[options];"
(first case changes settings only, second case runs as well). Hith
"ratchet: ;" current settings are displayed

Enter command: help ratchet

No data read (0 trees Lines 8-48 of 49 No log file «

4 |1

Depicts syntax of possible commands
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B Zimbra: Junk % | httpy//www.lill.../phylogeny/tnty % | =+ ||

€ | @ wwwilillo.orgar/phylogeny/tnt/

Bl C A Sedrch . * E o '.' a 4
Opening QuickTutorial.zip ﬁ

You have chosen to open:

mZimbra:Inbox 2| Most Visited @ Getting Started ™ Doru¢ena posta (1 95...

Linux/Mac.- You have to open the data file yourself, and then run the s .
‘I QuickTutorial.zip

proc filename.tnt ; aquickie ; fenter] which is: WinZip File (892 KB)

) ) . . . . from: http://www.lillo.org.ar
The script will provide you with a few choices, then run the analysis autd)|

What should Firefox do with this file?

TN ©) Openwith |WinZip (default) -
@ Save File
The program GB2TNT (Goloboff & Catalano, 2012, Cladistics 28: 503 ) ) S lldata (including all the taxonomic information from
the GenBank files, so that it is easy to diagnose results and color differen)) | Do this automatically for files like this from now on.

\arrent version is 0.75) can be downloaded here.

Coe ] [cme ]

The main documentation is in the file #mt. iz, and recent additions or bu et all the packages (except the character-mode
Windows version). On-line help on all TNT commands can be obtained with the Aelp command. A general description of TNT version 1.0 for Windows is in a QuigkTutorial (a PowerPoint
presentation; this is probably the easiest way to get started). Some example files for scripting come in the self-extracting files zipdruns.zip or tnt scripts.zip, and agditional scripts are here (with

full documentation of the scripting language in a pdf file). Instructions to view large trees in Windows and process the taxonomy contained within taxon names (ag/in Goloboff et al., 2009,
Cladistics 25:211-230) can be found here

Warning/Disclaimer

Keep in mind that freezes/crashes might occassionally occur, and save results frequently. The program is intended only for strictly academic use, and is provided "as is," with no express or

implied warranties. None of the authors of TNT is responsible in any way for any problems the program causes to your computer, your data, your career, or your life. A copy of the license
agreement can be found here

Bug Reports

m



12 All output produced by the program is saved to an internal text-buffer.
LS The text-buffer is displayed in this window. The size of the buffer can
~ | be changed with Setfings / Memory. The text-buffer can be saved to
f' le at any time.

“|&i= R o] (Y AL elel) g

Start swapping from 375 trees (sco L9532-53. 932]...

Bepl. Algor. Tree Score Eest ©
— TER 385 of 336 R 47.93; Help c.alls the explorer and displays the contents

Completed TER branch-swapping. of the file tnt.htm. For this, the file tnt.htm must
Total rearrangements examined: 356,00 be copied to your windows directory. This provides
Note: =ome trees of different length econd getailed descriptions of many commands and options.
Best score (TBR): 47.932-53.932. 366 £ 0lusa.

5.64 secs.

Note: for consensus calculation, trees w For proper viewing of trees, the font Tred
temporarily collapsed (when min. branch le * should be installed in the system (go to

Bremer suppnrts (from 386 trees, cut 0 Control Panel / Fonts / Install New Font)

|—|: s.asl
5. 993?[

3. ?93[

a. EIEIG-[

0.00
{1 wqj—

Enter command:

\C:AEntinowicontin. et 386 trees Lines 45-65 of 70 Mo log file open, no tree file open
‘

Rinicio| | [EMicrosoft PowerPoint -...|[W T - 1.0




Parsimony analysis technigues for large data sets
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