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Abstract
One of the moral questions concerning autonomous vehicles (henceforth AVs) is the choice between types that differ in their 
built-in algorithms for dealing with rare situations of unavoidable lethal collision. It does not appear to be possible to avoid 
questions about how these algorithms should be designed. We present the results of our study of moral preferences (N = 2769) 
with respect to three types of AVs: (1) selfish, which protects the lives of passenger(s) over any number of bystanders; (2) 
altruistic, which minimizes the number of casualties, even if this leads to death of passenger(s); and (3) conservative, which 
abstains from interfering in such situations. We differentiate between scenarios in which participants are to make their deci-
sions privately or publicly, and for themselves or for their offspring. We aim to answer two research questions: (1) whether 
the public visibility of the choice of an AV type choice make this choice more altruistic and (2) which type of situation 
makes it more difficult to choose altruistically: when choosing for society as a whole, when choosing only for oneself, or 
when choosing only for one’s offspring. Our results show that respondents exhibit a preference for an altruistic strategy for 
AVs and that it is reinforced when signaled to others. The altruistic preference is strongest when applies to everybody else, 
weaker when it reflects a solely personal choice, and weakest when choosing for one’s own child. We conclude that a public 
choice is considerably more likely to pressure consumers into accepting a more socially beneficial solution.

Keywords Moral dilemmas · Autonomous vehicles · Theory of signalization · AI ethics

1 Introduction

Autonomous vehicles are expected to significantly ben-
efit our transportation systems, their safety, efficiency, 
and impact on the environment (Talebpour and Mahmas-
sani 2016). Autonomous vehicles (henceforth AVs) also 
called self-driving cars or driverless cars are in this con-
text defined as autonomous motor vehicles not operated 
on rails but with rubber tires for use on highways, with 
examples, such as cars, trucks and buses. However, many 
technical, social, legal, and ethical questions and chal-
lenges concerning AVs and their introduction to the mass 
market still remain (Shariff et al. 2017; de Sio  2017; Hulse 
et al. 2018; Epting 2018). Countries with developed auto-
motive industries, such as the Czech Republic, need to face 
these questions to implement the right legal measures with 
respect to significant social changes that the introduction 
of AVs is likely to bring. One of the issues concerns the 
choice between different types of AVs that vary in their 
built-in algorithms for dealing with situations of unavoid-
able lethal collision (Contissa et al. 2017; Goodall 2014; 
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Haboucha et al. 2017). The reason why this particular 
issue is somewhat pressing has to do not so much with the 
fact that these situations will be happening on a regular 
basis. Rather, the issue is pressing from a psychological 
point of view: a non-negligible number of people still tend 
to be sceptical towards the reliability of new technologies 
and their safety, of which AVs are a clear example (Nielsen 
and Haustein 2018; Moody et al. 2020). Thus, the manu-
facturers will have to provide potential consumers with 
sensible solutions to collision situations, regardless of how 
common they will turn out to be in practice (Gogoll and 
Müller 2016; Gerdes and Thorton 2016).

Some of these situations will involve moral dilemmas 
inspired by trolley problems (Foot 2002; Thomson 1985; 
Kagan 1991; Lin 2015). In many ways, these dilemmas dif-
fer from the classical trolley problems: in the typical trol-
ley cases, the person who decides about the solution of the 
situation is usually not the one to be harmed; in contrast, 
the AV cases concern the responsibilities of the person as a 
driver/traffic participant. Furthermore, AVs will not be lim-
ited to set tracks and will have to operate with probability. 
Perhaps other differences could be found but the question 
of the similarities and differences of the new AV dilem-
mas from old trolley problems is not directly relevant to 
our concerns. What needs to be highlighted is that moral 
intuitions that people have about these dilemmas do have 
bearing on the preference for a concrete AV algorithm and 
for willingness to purchase it. (Note also that we are not 
primarily concerned here with “risks or the legal and moral 
responsibilities we face in traffic”, unlike e.g. Nyholm and 
Smids (2016) who even criticize the relevancy of trolley 
cases for the AV literature).

There are at least three ways AVs can be set to handle 
the critical situations: (1) selfish AVs protect the lives of 
passenger(s) over any number of bystanders; (2) altruistic 
AVs minimize the number of casualties, even if this leads to 
death of passenger(s); and (3) conservative AVs abstain from 
interfering in such situations, even if it leads to the death of 
a higher number of subjects or death of passenger(s). (The 
latter two are both non-selfish strategies). In this paper, we 
present the results of our study of moral preferences with 
respect to these types of AVs. We furthermore differentiate 
between scenarios in which participants are to make their 
decisions privately or publicly, and for themselves or for 
their offspring. We disregard gender, age, health, biological 
species and other characteristics of (potential) casualties that 
can affect the preferences and decisions of respondents in 
our scenarios (Noothigattu et al. 2018).

Our study is based on the sample of 2769 mostly Czech 
volunteers (1799 women, 970 men; age IQR 25–32). The 
data come from our web-based questionnaire that was acces-
sible from May 2017 to December 2017. We aim to answer 
the following two research questions: (1) Whether the public 

visibility of an AV type choice makes this choice more altru-
istic and (2) which type of situation is more problematic with 
regard to the altruistic choice: opting for society as a whole, 
for oneself, or for one’s offspring.

Showing that the private or public character of AV type 
selection could affect the level of altruism has potentially 
important implications for policies concerning AV introduc-
tion. Findings concerning situations in which people choose 
most selfishly could be similarly significant. This could 
inform legislators where to proceed with caution to prevent 
moral panic which could lead to a strong rejection of AVs or 
severely delay the introduction of this life-saving technology.

The first research question is inspired by a biological the-
ory of signalization (Laidre and Johnstone 2013; Dawkins 
and Krebs 1978; Zahavi 1975). Willingness to use AVs that 
would sacrifice the owner to save others could be perceived 
as a costly honest signal. This form of altruism is a signal 
of willingness to help others at one’s own cost (Hardy and 
Van Vugt 2006; Fehrler and Przepiorka 2013). This altruistic 
concern is related to the concern for one’s own reputation 
and it will pay off in social standing in the future in repeated 
social interactions (Nowak and Sigmund 1998), even with 
respect to strangers (Semmann et al. 2005). Participating in 
road traffic with people, one does not personally know and 
yet showing altruism by costly signalling, is analogous to 
altruism towards strangers (Bereczkei et al. 2010).

The owner of a virtue signalling AV would be exposed to 
social sanction (either positive or negative) by neighbours 
able to see which type of vehicle he or she has. Lee et al. 
(2018) experimentally investigated whether social observa-
tion has an impact on trolley problem-like decisions involv-
ing physical harm. The study showed that experimentally 
induced reputation concern reduces sacrificial decisions 
(called ‘utilitarianism’ in these contexts, since no self-sac-
rificing altruist was present in the situations). Brown and 
Sacco (2017) showed that people who prefer utilitarian deci-
sion in trolley problem cases seem less trustworthy to par-
ticipants as long-term partners. Based on these findings, one 
could easily expect that reputation concern in a public choice 
will decrease choice of strategy that minimizes the num-
ber of casualties in an AV choice if the user is not present 
in their vehicle (which was not amongst the questions we 
asked our participants). However, in case the user is present 
in their vehicle the opposite expectation comes forward—
the strategy that minimizes the number of casualties will 
be increased if a participant is allowing their vehicle to put 
their own life at stake and thus exhibit the aforementioned 
altruism towards strangers.

The second research question aims to compare our find-
ings with those of Bonnefon et al. (2016) in different socio-
cultural contexts. A part of Bonnefon’s study focused on 
the AV moral collision software type choice for a user when 
travelling alone or for a user when travelling with a work 
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colleague or when travelling with family. The participant 
was still hypothetically present in the AV type that was to 
be selected. In our study, we focused solely on the choice 
of AV type for the participant’s beloved child to reduce the 
possible influence of their own presence and to compare 
directly between how participants weigh the safety of their 
child and their personal safety in a secret personal choice 
and the safety of everybody in a secret voting in Parliament.

2  Methods

The study is a part of the project “Factors Influencing Altru-
ism” that was approved by the institutional review board at 
the Faculty of Science, Charles University (No. 2017/14).

2.1  Participants

We devised a web-based study running between May 2017 
and December 2017 in which 2769 volunteers participated 
(1799 women, 970 men; age IQR 25–32). Most participants 
were college graduates and students [“Master and Doctor”: 
1060 (38.3%), “Bachelor”: 349 (12.6%), “bachelor student”: 
375 (13.5%)]. All participants understood the Czech lan-
guage of the questionnaire. The majority of respondents 
were of Czech nationality [2436, (88%)], the second most 
represented nationality were Slovaks [267, (9.6%)].

2.2  Procedure

Participants were recruited either through our web page 
www. Pokus niKra lici. cz or our Facebook fan page of the 
same name (Pokusní králíci) that has a frequent coverage 
by the media. The internet questionnaire was distributed as a 
Qualtrics survey. Participants were not incentivized by mon-
etary reward. Rather, they were provided with results and 
comparison of sub-questionnaires directly after finishing the 
whole survey. After providing an informed consent, the vol-
unteers filled out a comprehensive combined questionnaire 
composed of three sub-questionnaires focusing on various 
research topics, such as the aesthetic appreciation of plants 
and experimental philosophy of personal identity. It took 
around 90 min to complete the survey. There were also two 
attention-checking questions, one before and one after the 
AV section. Participants who failed to answer either of the 
questions correctly were excluded from data analyses (there 
were 45 failures on the first and 26 failures on the second 
checkpoint). By the end of 2017, the drop rate of the whole 
survey reached 38% of the 4443 participants who started this 
questionnaire. Only the participants who passed both atten-
tion checks were included in this study (N = 2769).

The AV section, which is the subject matter of the present 
study, was opened by the following brief information on AV: 

“According to experts, AVs can prevent 95% of deadly car 
accidents, which means that the lives of roughly 600 peo-
ple and 5.6 billion CZK (220 million EUR) may be saved 
every year in the Czech Republic alone.” Then participants 
were asked to evaluate nine trolley problem visualizations 
(Fig. 1), choosing between different software-conveyed solu-
tions to the given lethal collision situation.

The reason why these nine visualizations were included, 
was to make the participants familiar with different trolley-
like cases. This may differ with respect to the number of 
people inside the AV, the number of people on the road, and 
with respect to the position of the wreck of the van.

The last part of the 90 min questionnaire concerned AVs. 
We introduced three types of AVs in it: so-called “Tank” 
(with preference for passengers in the AV, here we refer to it 
as “selfish” AV), so-called “Calculator” (with preference for 
the highest number of saved lives, here referred to as “altru-
istic” AV), and so-called “Knight” (which will not actively 
change direction if that would lead to killing a pedestrian 
or a passenger, even though changing direction would save 
more lives in total, here referred to as “conservative” AV). 
Our paper draws solely on this last part of the question-
naire, in which the participants were asked the following 
five questions (paraphrase): (1) what type of AV would you 
choose as your own car if nobody was able to find out about 
your choice (“secret/self”)? (2) What type of AV would 
you choose as your own car if your choice was visible at 
first glance (“public/self”)? (3) What type of AV would you 
choose as the car of your beloved child if nobody was able 

Fig. 1  An example of trolley problem visualization

http://www.PokusniKralici.cz
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to find out (“secret/child”)? (4) What type of AV would you 
vote for in a secret parliamentary vote if it was to become the 
only legal type of AV (“secret/parliament”)? (5) What type 
of software would you vote for in a public parliamentary 
vote if it was to become the only legal type of AV (”public/
parliament”)? These five questions were consecutively asked 
on the same page of the questionnaire, so that participants 
were able to see them at a single glance.

2.3  Statistics

Statistical software IBM SPSS version 20 was used for the 
statistical tests, descriptive statistics, and producing graphs. 
Testing the association between two binary variables was 
done by contingency table using chi-square test. The statisti-
cal significance was characterized as p value and the effect 
size as risk ratio (RR). The associations with p value lower 
than 0.05 were considered statistically significant.

3  Results

3.1  Descriptive statistics

Summary descriptive statistics are displayed in Table 1 for 
following five questions: (1) What type of AV would you 
choose as your own car if nobody was able to find out about 
your choice (“secret/self”)? (2) What type of AV would 
you choose as your own car if your choice was visible at 
first glance (“public/self”)? (3) What type of AV would you 
choose as the car of your beloved child if nobody was able 
to find out (“secret/child”)? (4) What type of AV would you 
vote for in a secret parliamentary vote if it was to become the 
only legal type of AV (“secret/parliament”)? (5) What type 
of software would you vote for in a public parliamentary 
vote if it was to become the only legal type of AV (”public/
parliament”)?

3.2  Hypotheses 1.1

Via the first tested hypothesis “H1.1: secret/self > public/
self” we tested whether participants are less likely to choose 
the selfish AV for themselves if the choice is indicated on 
the car and clearly visible. The distribution of choices is 
illustrated in Figs. 2 and 3. A chi-square test of independ-
ence was performed to examine the relation between the 
type of choice (secret; public) and the type of AV (selfish 
or non-selfish AVs, where the latter includes both altruistic 
and conservative AVs). The relation was significant, since 

Table 1  AV choices in different scenarios

The rows represent different scenarios, while the columns represent 
choices. (We intended to include the scenario with a child only in the 
“secret” version as we aimed to answer the second research question 
in “secret” setting.)

Selfish Altruistic Conservative

Secret, self 1219 (45.2%) 1220 (45.2%) 260 (9.6%)
Public, self 809 (30%) 1565 (58.1%) 319 (11.8%)
Secret, child 1794 (66.6%) 751 (27.9%) 150 (5.6%)
Secret, parliament 554 (20.6%) 1795 (66.9%) 335 (12.5%)
Public, parliament 460 (17.1%) 1879 (69.9%) 348 (13%)

Fig. 2  Secret/self. The y-axis shows the fraction of subjects selecting 
a particular variant of strategy. The error bars show the 95% confi-
dence interval

Fig. 3  Public/self. Y-axis shows the fraction of subjects selecting a 
particular variant of the strategy. The error bars show the 95% confi-
dence interval
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respondents expressed lower preferences for a selfish strat-
egy in a public choice than in a secret one [χ2 (1) = 131.40, 
p < 0.00001, RR = 0.665, CI (95%) = 0.620–0.714]. Table 2 
and the stacked bar chart in Fig. 4 shows the change in pref-
erence of participants between secret and public choice.

3.3  Hypothesis 1.2

Via the second hypothesis “H1.2: secret/parliament > public/
parliament” we tested whether participants are less likely 
to vote for selfish software in Parliament if the voting is 
public. The distribution of choices is illustrated in Figs. 5 
and 6. A chi-square test of independence was performed 
to examine the relation between the type of choice (secret/
parliament; public/parliament) and the type of AV (selfish 
AV or non-selfish AV, where the latter includes altruistic and 
conservative AVs). The relation was significant, respondents 
expressed lower preferences for voting for a selfish strat-
egy in a public vote than in a secret vote [χ2 (1) = 11.519, 
p = 0.0007, RR = 0.825, CI (95%) = 0.738–0.922]. Table 3 
and the stacked bar chart in Fig. 7 show the change in prefer-
ence of participants between secret and public voting.

Table 2  Change of opinion 
between secret and public 
choice

public / self N  secret / self N % 

   selfish 777 96.0 

selfish 809  altruistic 27 3.3 

    conservative 5 0.6 

   selfish 376 24.0 

 altruistic 1564  altruistic 1153 73.7 

    conservative 35 2.2 

   selfish 62 19.4 

conservative  319  altruistic 27 8.5 

    conservative 220 69.0 
On the left side there are participants divided into groups depending on their choice in the public/self-
question. The right side describes their other decision in the secret/self-question so the change illustrated 
in the following Fig. 4 is completed with exact numbers

Fig. 4  The change in preference of three strategies in a public choice 
by subjects who choose between various strategies in a secret choice. 
Columns show the preference in public/self-question and colours 
indicate what the same person has chosen in secret/self-scenario. E.g. 
the second column shows all people who preferred altruistic choice in 
public/self-scenario and charcoal-grey colour signifies a subgroup of 
them that preferred selfish strategy in secret/self-scenario



 AI & SOCIETY

1 3

3.4  Hypothesis 2

Via the last hypothesis “H2: secret choices: child > self; 
child > parliament” we tested whether participants prefer 
the most selfish strategy when deciding for their child, less 
selfish strategy when deciding for themselves and the least 
selfish strategy when deciding for everybody. The distribu-
tion of choices for their own child is illustrated in Fig. 8. A 
chi-square test of independence was performed to examine 
the relation between the type of choice (child; secret/self) 
and the type of AV (selfish and non-selfish). The relation 

was significant when choosing a car for one's own child: 
people were more likely to choose selfish software than 
when choosing for themselves [χ2 (1) = 250.53, p < 0.00001, 
RR = 0.678, CI (95%) = 0.646–0.713].

Similarly, when choosing a car in secret for one’s own 
child people were more likely to choose selfish software 
than while voting in secret in parliament [χ2 (1) = 1153.17, 
p < 0.00001, RR = 0.31 CI (95%) = 0.2866–0.3355].

4  Discussion

4.1  Empirical considerations

Our results showed that the majority of the respondents 
of the anonymous internet survey strongly preferred the 
altruistic strategy based on minimizing the number of 
people harmed even at the cost of self-sacrifice or based 
on an active sacrifice of a lesser number of other people. 
This preference was even stronger in cases of public choice 
when other people are able to see what type of strategy the 
AV owner has chosen, which shows that the type of choice 
indeed has an effect on altruism. The results also showed 
that the respondents reported much lower preferences for 
an altruistic strategy when choosing an AV for their child 
than when choosing for themselves. This result—the per-
sonal preference of an altruistic AV for themselves but not 
for their child—is consistent with the findings of Bonnefon 
et al. (2016).

Participants chose selfish software more often in cases 
when the choice of the strategy was private, i.e., not vis-
ible at first glance. This suggests that people regard selfish 
strategies as socially undesirable or morally dubious. Our 
results do not make it possible to decide on what grounds 
the group of participants shifted their choice from being 
selfish in secret to being altruistic in public. Nevertheless, it 
can be expected that building one’s reputation could play a 
role. Results of experimental games indicate that reputation 
is the key factor to maintain altruism in both reciprocal and 
indirect forms (Kraft-Todd et al. 2018; Semmann et al. 2005; 
Olivella and Siciliani 2017). Players usually act more altru-
istically towards altruistic individuals regardless of whether 
they have helped them directly or not. Signalling an altruistic 
strategy could also be advantageous in intra-sexual compe-
tition, i.e. biological concept in which two members of the 
same sex are competing against each other over a potential 
mate (Zahavi 1975; Buunk and Massar 2012; Puska et al. 
2016).

If reputation building is the crucial motive for signalling 
the use of an altruistic strategy, then this signal can poten-
tially be falsified, i.e., some AV users, the cheaters, will be 
signalling an altruistic strategy but in fact they will be using 

Fig. 5  Secret/parliament. Y-axis shows the fraction of subjects select-
ing a particular variant of the strategy. The error bars show the 95% 
confidence interval

Fig. 6  Public/parliament. Y-axis shows the fraction of subjects select-
ing a particular variant of the strategy. The error bars show the 95% 
confidence interval
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selfish AVs. Zahavi’s (1975) theory shows that the only evo-
lutionary stable strategy in this circumstance is to make the 
signalling costly for the cheaters. In the case of signalling an 
altruistic strategy, it should be obligatory to adopt such legal 
and technical measures that will make fake signalling both 
illegal and as technically difficult as possible.

Lee et al. (2018) showed in their study of trolley problems 
that experimentally induced social observation leads to a 
drop in utilitarianism, i.e., there is a higher preference for 
deontological judgement if the person is socially observed. 
Based on their study, one would expect that participants in 
a public personal choice would shift towards lower utilitari-
anism as well. However, in our study, the opposite was the 
case. A possible explanation has already been suggested in 
the introduction: having an altruistic (utilitarian) AV is at the 
same time being altruistic towards strangers—the person is 
willing to sacrifice his or her own life to save others and thus 
the reputation concern would work in the opposite direction. 
The fact that one’s own life is involved in the situation is the 
game-changer here.

While data were being gathered for this study in the 
Czech population, the German ethical committee for auton-
omous driving issued a report (German Ministry of Trans-
portation (2017; philosophically reviewed in Luetge (2017) 

in which it is insisted that no innocent human lives may 
be taken by AVs in collision situations. It is prohibited to 
offset victims against one another, even though reducing the 
number of personal injuries may be justifiable. This means 
that AVs would not be able to react to trolley-like scenarios. 
This amounts to opting for conservative AVs in our termi-
nology. This strategy was by far the least popular among 
our respondents in the Czech Republic in all five scenarios, 
at maximum accepted by 13% of participants in case of a 
public vote in Parliament. The striking difference between 
German ethical and legal experts and the Czech public may 
indicate that there will be culturally dependent and diverse 
attitudes in different countries. A recent study (Awad et al. 
2018) on a global scale indicates similar findings that the 
strongest preference is for saving more people in lethal col-
lision as well. Further studies on these cultural influences on 
moral judgements with respect to AVs are needed.

4.2  Ethical considerations

German declarations (Luetge 2017) state that the respon-
sibility for driving a car should always stay with an (indi-
vidual) human person. Perhaps surprisingly, this solution 
could lead to a widespread use of selfish AVs. Moreover, 

Table 3  Changed opinion 
between secret and public vote public / parliament N  secret / parliament N % 

   selfish 448 97.4 

selfish 460  altruistic 11 2.4 

    conservative 1 0.2 

   selfish 95 5.1 

altruistic  1874  altruistic 1750 93.4 

    conservative 29 1.5 

   selfish 11 3.2 

conservative  346  altruistic 30 8.7 

    conservative 305 88.2 
On the left side there are participants divided into groups depending on their vote in the public/parliament 
question. The right side describes their other decision in the secret/parliament question, so the change 
illustrated in the following Fig. 7 is completed with exact numbers
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it is unrealistic and unfair to expect individual (non-driv-
ing) operators to be able to step in at the last moment in 
emergency situations and then bear the full responsibility 
for these exceptional collision situations. Thus, our policy 
recommendation is to decide about the permissible AV type 

at the state level, rather than leave it up to private choice and 
competition between AV manufacturers. It would be espe-
cially undesirable to try to regulate the choice economically: 
for example, if the selfish cars were made more expensive 
or fell under higher taxes, this would result in a “selfish” 
advantage for the wealthy buyers. Alternatively, to provide 
the public with the possibility of free choice, we recommend 
that laws require a clear indication of what type of AV one is 
driving. This too is likely to increase the number of altruistic 
AVs and hence overall decrease the death rate by car acci-
dents. This kind of peer pressure would appeal to the sense 
of moral responsibility towards the other members of the AV 
owner's community, which is comparable to the peer pres-
sure already present e.g. due to discussions about ecology 
and responsibility towards one's environment.

If it becomes possible for the public to choose freely 
between various types of driving software in the near future, 
we strongly advocate the introduction of obligatory meas-
ures by means of design indication (e.g. colours, stripes) to 
publicly display altruism or at least non-selfishness. This 
measure is necessary for social sanctions and reputational 
concern to properly accommodate customer choice. We 
believe that the altruistic algorithm is the right choice given 
the most commonly held ethical theories, especially conse-
quentialism. Other traditional theories, such as deontology, 
contractualism or virtue theory, are at least compatible with 
it as well, or at any rate, it is not straightforward clear how to 
apply them to decide for or against altruism (Nyholm 2018). 
At any rate, we do not have the opportunity here to discuss 
more general issues in ethical theory in detail and the data 
suggest that the wider public also prefers altruistic strategy, 
whatever the ultimate ethical theory. The selfish strategy 
only competes with the altruistic one in the specific “secret 
choice” situation, which suggests that this type of selfishness 
is not considered as good and preferable at a more abstract 
moral level. (For more general considerations how to take 
avail of such moral intuitions, see Savulescu et al. (2019).

Less clear is the problem of how to deal with our height-
ened sensibility and “passenger-prioritizing” with respect 
to our own offspring. Careful approach is needed here to 
prevent moral panic. Future research should include a study 
of moral judgments in other samples, especially in non-
Western cultures, to test whether our results can be general-
ized. The decision over which type of AV to choose for one’s 
own child proved to be the most problematic, since in this 
scenario participants chose mostly “passenger-prioritizing” 
software referred in paper as “selfish”. This indicates that the 
future AV communication ought not to be primarily focused 
on convincing the drivers themselves but on communicat-
ing the advantages of AVs to parents regarding the safety of 
school buses or AV taxis for their children.

Although our study is focused specifically on AV type 
choice, we need to be aware that it is not a standalone 

Fig. 7  The change in preference of three strategies in a public parlia-
mentary vote by subjects who choose between various strategies in 
a secret parliamentary vote. Columns show the preference in public/
parliament question and colours indicate what the same person has 
chosen in secret/parliament scenario. E.g. in the second column there 
are all people who preferred altruistic choice in public/parliament and 
charcoal-grey colour signifies a subgroup of them that preferred self-
ish strategy in secret/parliament scenario

Fig. 8  Secret/child. Y-axis shows the fraction of subjects selecting a 
particular variant of the strategy. The error bars show the 95% confi-
dence interval
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aspect of AV mobility. Real-life environment, especially 
cities where most of the human–AI interactions do and will 
take place turns the ethics of AV into a much more complex 
issue. First, there is the question of test implementation of 
AV that is already happening in cities of various sizes and 
geographical locations, usefulness and effectiveness of their 
experimental design (Karvonen and van Heur 2013), as well 
as their impact on local politics as discussed in Dowling and 
McGuirk (2020). Based on investigation into public stances 
toward implementation and type of ownership of AVs, a 
second issue arises as of how will the price, availability, and 
comfort of personal AV impact the scale of personal trans-
portation in cities and how will it translate into changes in 
urban planning (Cugurullo et al. 2020) and political regula-
tory context (Aoyama and Alvarez Leon 2021). New urban 
technologies, including autonomous transportation are 
incorporated into modern plans of smart and sustainable cit-
ies (Chehri and Mouftah 2019), both newly built and trans-
formed from existing ones, but the actual outcome is often 
problematic (Cugurullo 2017), which further underlines the 
need for complex consideration of the issue as suggested 
also in Cugurullo (2021).

4.3  Limitations

Our results are based on self-reports in a broad anonymous 
internet survey and not on respondents’ observable behav-
iour in real-life situations. Therefore, we do not claim to 
know their real-life choices in buying AVs or voting in Par-
liament. On the other hand, it is probable that both observed 
phenomena (higher preference for altruistic strategies in 
public choices and lower when our children are involved) 
will play an important role also in real-life decisions. Any-
way, a real preference for an altruistic strategy would be 
proven only by observing individual behaviour in everyday 
life or in an experimental setting. Another possible limita-
tion of this study is the self-selection of participants, since 
the participation was not monetary-incentivized. Last but not 
least, this broad internet survey although with large sample 
size cannot be considered a sociological representative sam-
ple for the whole Czech population and could be culturally 
specific.

5  Conclusion

Our results show that the respondents exhibited a clear 
preference in AVs for an altruistic strategy that minimizes 
the number of casualties, even if this leads to death of 
passenger(s). This preference was reinforced if the AV sig-
nals its strategy to others. The altruistic preference was 
strongest when people choose software for everybody else, 
weaker in their personal choice, and the weakest in the 

choice for their own child, when people preferred strategy 
that protects the lives of passenger(s) over any number 
of bystanders. The moral intuition of Czech participants 
seems not to correspond with the recommendation of 
the German ethical committee, as the AV strategy that 
abstains from the trolley problem was the least popular in 
all situations for participants in our study. Based on the 
results, we conclude that, in contrast to a private choice, 
a public choice is considerably more likely to pressure 
consumers in their personal choice to accept a non-selfish 
solution, making it a reasonable and relatively cheap way 
to shift car owners and users towards higher altruism. 
Also, a hypothetical voting in Parliament about a single 
available program would probably be less selfish if the 
voting did not take place in secret.
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