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How to process data from the EM? — Lecture outline

Processing

Stitching, alignment,

Imagel/FllI binning, filtering

Processed data

Simple tools
Software
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Advanced

Segmentation
tools &

More advanced Stereology

tools

Data visualization

What if the dataset is way too big for manuAl segmentation?



FIJI = Fiji 1s just Imagel

Imagel

Java-based image processing software
Open architecture — lot of plugins to instal to do what you need

e Did not find the plugin? Learn to code and write one yourself —you
can even share it

Recordable macros — even in the human legible protocol (not only the

code but it explains you what you did, when you recorded the macro

long time ago)

Image filtering, bit-depth transformation, Stitching, alignment,

segmentation

Too many choices — you need to know what do you need

Software

FUIJI — Imagel) with batteries included (lot of plugins
are already installed)



Software

* Matlab based software developed by llya Belevich
(Laboratory of Eija Jokitalo, EMBI Helsinki)

I\/I | B a8 * Matlab version/standalone version (does not require a
: Matlab installed)
M ICIOSCO py * Freeware, constantly developed and updated
| Mma ge * Functions for data processing
* Alignment—>filtering—>segmentation—>deep
B FOWSer learning=>basic model rendering

* Most processes are dependent on RAM — usually 2.5x RAM
than is your dataset
* For data from 3D-SEM (tens to hundreds of Gb) you
need powerfull workstation or a cluster




Processing

Raw data/dataset

e 8bit or 16bit image, usually .tif
 Raw data formats:

* From 3D-SEM —images, images to be stitched or stitched images (big
map)




Stitching

Algorithm based combining multiple images into a big
high-resolution image

Neighboring tiles are “sewn’’ together and they are aligned within the stack



Stitching

Diplonemids Trypanosomas

MANY STRUCTURES = GOOD AUTOMATIC STITCHING



Stitching

Software works differently than a human, we are looking for a trends, software matches

points in the overlapping area.




StitChing — how does it work?

Software works differently than a human, we are looking for a trends, software matches
points in the overlapping area.




Software steps — Dataset

How it works (in Image J — TrakEM)

Processing

A) Translation B) Rigid C) simillarity D) Affine

)

translation, rotation and free affine transform, which

. . ) ) isotropic scaling (that is, it i i
only displacements in X,Y.  translations plus rotation P _ g ( amc?unts to translation, rotation,
preserves image aspect scaling, and shear
ratio.)




Alignment — put the disordered stacked
(stitched) images to aligned state
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To that 000000000000 0000 0000000000000

Stack of EM images that comes from the microscope is never alighed —Beam jumps etc.



Alignment — put the disordered stacked

stitched) images to aligned state

Various algorithms to align the images —
each has specific use (MIB)

"4\ Alignment and Drift Correction

Current dataset
Filename: C:\

SBEM_Trypanosoma tif

Diminsions, px: 171x813 x 887

Pixel size,um: 0.014019x0.014019 x 0.030000

Align
Mode
(®) Current dataset
OTwo stacks

Use the Drift correction
mode for small shifts or

Color channel: ColCh1 v

Algorithm: | Drift correction

D HDD mode (process non-loaded files)

Correlate with: Previous slice -~ 1

comparably sized Type: |similarity Degree
images
Mode: cropped 2 (min: 6
Feature detector: |Blobs: Speeded-Up Rob. Preview
Median size: 15 use parallel computing
Background color
@wnite  OBlack (OMean () Custom 255
Options
Subarea Fullimage v D Save shifts to a file
13 127 CASBEM_Trypanosoma_align.coefXY
203 609 D Use existing parameters

Getfrom Selection

Help

(C:\SBEM_Trypanosoma_align.coefXY

contrue | [CEENN

D use intensity gradient

(4 Alignment and Drift Correction

Current dataset
Filename: C:\
SBEM_Trypanosoma tif

Diminsions, px: 171x813 x 887

Pixel size, um: 0.014019x 0.014019x
Align
Mode
@ Current dataset
OTwu stacks

Use automatic feature
detection o align slices

Type:

Color channel

0.030000

Algorithm: Automatic feature-based

Drift correction
Template matching

(SRUCE IR Automatic feafure-based

AMST: median-smoothed template
Single landmark point

Landmarks, muiti points

Three landmark points

Mode: | Color channels, multi points

Feature detector: Blobs: Speeded-Up Rob... ¥ | | Preview

Median size 15

use parallel computing

Background color

(® white
Options
Subarea Fullimage v
43 127
203 609
Get from Selection
Help

Cannot do the stitching

Oslack (OMean () Custom 255

I:‘ Save shifts to a file
'C:\SBEM_Trypanosoma_align.coefXY
["Juse existing parameters

'C:\SBEM_Trypanosoma_align.coefXY

continue | [JICEEEN

Straightforward and robust stack alignment
More individual parameters to set (if you
know what they do...)
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1 &4 Register stack s
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Scale Invariant Interest Point Detector.
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minimum image size

maximum image size
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feature descriptor size
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OK | Cancel

%] |4 Register stack slices: Geometric Conse... X || B Register stack slices: Alignment para
[ desired transformation - [T -
maximal alignment error - |  px —

e comespondence weight: [100
minimal inlier ratio iCl 20

minimal number of inliers |7 I™ regularize
expected transformation Rigid j Optimization
maximal iterations - |2000

maximal plateauwidth - [200

I~ ignore constant background

I filter outs
tolerance : |0.50 px iAo

mean factor: [3.00
OK | Cancel _OK | cancel

Propertes.

Show centered

Align stack siices
Aign tayers

Algn layers manually with landmarks
ABgn mult layer mosalc

Montage multiple layers

Can do in parallel stitching of multiple tiles

Processing




Alignment — put the disordered stacked
(stitched) images to aligned state

From this: To that:

XY YZ XZ XY YZ XZ



Pixel binning

* Process of combining adjacent pixels in the image by summing or
averaging their values into single pixels.

* Binning 2x2 merge array of 4 pixels into one

Normal 2x2 binning 4x4 binning




Normal 2x2 binning 4x4 binning

Pixel binning

K ’ y _J i i _J

* The binning decreases number of pixels in the image — thus decreases the
image size, decreases noise and increases contrast ©

« BUT also — decreases image resolution — we lose some image information ®

* For huge datasets it is inevitable as too big data are difficult to work with (long
calculation time, not enough RAM/GPU...)



Processing

|mage fllte rlng 4 Image filters — %

Filter selection

Filter group:

Basic Image Filtering inthe... ¥

Image enhancement and  smoothing, sharpening, edge Filter name: |
modification enhancement, noise removal Average v

Average

Disk

fese-

EAE

ction and the "average” predefined filter from fspecial

T= T

DistanceMap

—

ElasticDistortion

. . . Entro
- Neighborhood operation — value of every pixel J o
Ull in OUtpUt image iS determined by applying | 2‘:’:{:?:‘“ z| Color channel: [AII—‘F| [ ]3D
algorithms to the neighboring pixels e | Materalindex [Juse parale
| Mode
| Motion
Prewitt FilteringiMode [corr v
- ALWAYS STORE THE The altered ones can be used Range .
: to improve the segmentation SaltAndPepper
® o o UNFILTERED DATA FOR — models can be then applied Sobel 0

PUBLICATION!!I to original data - std
l Help | | Preview | [[]Auto preview [Fitlerimage v‘ -




Image filtering — examples

gaussian anisotropic




Stereology

“Fast(est)” quantification for big datasets

 Stereology — Random systematic sampling method for obtaining
guantitative information about 3D material from measurements
done on 2D planar sections

e Grid based

* We use simplified version (Cavalieri’s principle) just for the
statistical purposes

* True stereology is much more complicated



How to find out the volume of the object

Sink it in the water and find out how much the
water level rised.

A

i‘-“—--—--é

Cavalieri’s principle

Cut the object into equally thick pieces

Put a grid of known size on the cuts

Count the points (we know the area represented by
one point — grid constant)

Multiply the point count with the grid constant and
with the cut thickness



“Fast(est)”
guantification for big
datasets

e Start with an image of known
pixel size (defined at the
acquisition)

* Apply a grid with known
proportions

* Assign each cross-section to a
,material“

Stereology




“Fast(est)”
guantification for big G pr—
datasets g 5

Objects Shape

(®) 2D objects
3D, Stack () 3D objects

(®) Object
O Intensity

Aea | Firstodor [ColChi [

~Histogram

(or every Nth)

* Start with an image of known B s
pixel size (defined at the s WY e v e
acquisition) O S
: A Y Objectiuc_ir Valuf_,. SIiceNol TimePntl
* Apply a grid with known 03 Ui -
proportions FRE o
* Assign each cross-section to a | - N O
,material® et T . S O
 Count numer of dots of each v VO T o
material in the image e L e
e Repeat for all images in the stack i N S

|
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: | -
| 8000 9000 10000 11000
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“Fast(est)”

guantification for big
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stereology

number of poins of material

Relative area of interest(%) = * 100%

total number of points

Absolute area of interest = relative area of interest x image size = pixel size



“Fast(est)”
guantification for big
datasets

Start with an image of
known pixel size

Apply a grid with known
proportions

Assign each cross-section to
a ,material”

Count numer of dots of
each material in the image

Repeat for all imaEes in the
stack (or every Nth)

Calculate ,comparisonal”
stereology

Extrapolate the data...

m
=
m

Fibro-ECh

Alvaolar space

Pneu | ok

Pneu | dam

Pneull ok

Pneull dam
Endoth. Cell
Endoth. cell dam
Ery

Immature ery
Thrombocyte
Immune cells
Neutrophil
Eosinophil
Capillary lumen
Lipofibroblasts
Lipofibroblasts dam
Fibroblasts

LD

ECM

Dense Fibers
Collagen Fibers
Macrophage
Macrophage cryst.
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Stereology
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Segmentation

* Process of partitioning of
digital image into multiple
segments/regions/objects
— giving every pixel a label

* Pixels with certain

Segmentathn ::h;lriacteristics share a

an What IS d * Goal: Simplify the
image in order to

segmentation? facilitate

reconstruction and
analysis

https://upload.wikimedia.org/wikipedia/commons/d/d4/Image_segmentation.png




B ri ef eX p | dan atiO N Of * In layers (similar to Photoshop):
h OW th = * Image — Base layer — original data which we
Segmentat|on use to selet objects of interest on
* Model — Second Layer — digital
WO rkS representation of object of interest in the
image (different objects — different
materials)

* Mask — Third Layer — separate layer for
selecting region of interest




Segmentation

Most
basic/manual
segmentation

tools

* Brush — Manual painting of regions
of interest — similar to Microsoft
Paint

* B/W threshold — selects pixels of
corresponding parameters —in
whole image/stack or in the
selected area (mask/material)

 Membrane ClickTracker — tool for
following lines along the same or
very similar pixel intensity

They still have their uses but for big
datasets are slow — we need something
more powerful!




Superpixel clustering used for semiautomatic
segmentation

E

e Smallest part of
2D digital image

Supervoxel
e Superpixel in 3D




* Compact and coherent regions
obtained by grouping pixels
together based on their
similarities in color, texture,
and spatial proximity.

* Higher-level representation of
an image by reducing the
number of pixels while
preserving important image
structures.

. e Each superpixel represents
SU pe I’plxe|S a region of similar
characteristics.

* Less pixels—2>less
datapoints—>faster
segmentation

 Boundary adherence
—>more precision than
pixel-based segmentation

Zhen Yu, et al 2021




Superpixel clustering algorithms

Simple Linear Iterative Clustering (SLIC)

e Clustering of pixels in color-space and
spatial domain

e Similar pixel intesities that are close
together

e Regular shaped superpixels

e Useful for superresolution and
electron microscopy

i,
2 asgn’
!'?'.?‘::}Iu\mza-.m__..’.: 3

https://forum.image.sc/t/need-to-find-out-the-order-in-which-
individual-superpixels-are-numbered-on-the-image/66535



https://forum.image.sc/t/need-to-find-out-the-order-in-which-individual-superpixels-are-numbered-on-the-image/66535
https://forum.image.sc/t/need-to-find-out-the-order-in-which-individual-superpixels-are-numbered-on-the-image/66535

Superpixel clustering algorithms

Felzenszwalb’s Algorithm

e Clustering according to
criterion of similarity 100 -

e Irregularly shaped
superpixels

e Not so useful EM and
superresolution microscopy

150

0 50 100 150 200 250 0 50 100 150 200 250
With k=100 With k=500
https://www.analyticsvidhya.com/blog/2021/05/image-segmentation-with-felzenszwalbs-algorithm/



https://www.analyticsvidhya.com/blog/2021/05/image-segmentation-with-felzenszwalbs-algorithm/

Superpixel clustering algorithms

e ot
< F VST (> " e,
5 £

E{%“.s"zi“t PRI
0 =

H
(IR

A= -

LR | R
(b)

Quickshift

e Clustering according to color-
space and feature-space

e Pixel size varies

e Not so useful for EM and
superresolution microscopy

(a)

https://www.researchgate.net/figure/Superpixel-segmentations-by-
quick-shift-a-shows-raw-image-b-shows-quick-shift fig5 339754839



https://www.researchgate.net/figure/Superpixel-segmentations-by-quick-shift-a-shows-raw-image-b-shows-quick-shift_fig5_339754839
https://www.researchgate.net/figure/Superpixel-segmentations-by-quick-shift-a-shows-raw-image-b-shows-quick-shift_fig5_339754839

Superpixel clustering algorithms

e Treats image as a topgraphic
surface

e Clustering according to the pixel
intensity gradient (flooding valleys)

e More contrast, the higher the
hils — the more water is
necessary to overcome them

¢ Useful for membrane bound

organelles -
SimCity4 ||




Superpixel clustering algorithms

Watershed

e Another use is the separation of
touching objects:
1. Convert image to Binary
2. Finds centers of objects by
eroding the mask
3. Starts filling the objects with
imaginary water

a) When 2 watersheds meet —
the separation is created

https://imagej.net/imaging/watershed



https://imagej.net/imaging/watershed

What to do with the superpixels?

- Manual and semi automatic segmentation

Manual pixel brush vs superpixel brush

Manual brush segmentation
- lengthy, tedious, imprecise

Superpixel brush segmentation

- with propper clustering

- fast, precise

- there is no sigle optimal clustering that
works perfectly for everything




What to do with the superpixels?

- Manual and semi automatic segmentation

Graphcut semiautomatic segmentation

* Pre-calculates the superpixels/supervoxels in whole
image/stack — oversegmentation . @
* Graph representation of an image is created ’
* Superpixel is represented as node in the graph,
coneced by edges to another superpixel — node
* The weight of each edge is dependent on the
dissimilarity of neighboring superpixels — more
dissimilarity — less weight
* Cuts the edges in order to separate image into
background and desired object (segments)
* The cut tries to find optimal path in with minimal
energy cost and/maximizing desired criteria, such as
boundary adherence or pixel intensity coherence

———-——

With a good data, you can have
segmentation of individual
organelles/image parts in couple of clicks
Most commonly works in binary



Segmentation

Segmentatio
pipeline wit
MIB Graphcu

Raw images — stich and align
them

Create 2 materials —
background ( we are not

interested in it) and object
(what we want to select — we
dont have to name it here)

Transfer the mask to diferent
folder with the same image
and save it as a material over
the object of interest

Aligned dataset — binning
and filtering

Calculate superpixels that
are suitable for the object of
interest

Repeat for each object you
want to segment

Adjusment of minimum and
maximum - in order to
improve the superpixel pre-
calculation

Select the objects of interest
and a segment them




Data visualization

What to do next?

Statstics

e Lengths, areas, surfces, volumes, counts
¢ Not visual
e Scientifically important data

Model rendering

¢ Nice visual representation of your laborious work
¢ And to have better image what actually goes on

* Good to show to the public

* Not so scientifically important




Data visualization

* The segmenting software usually have way to visualize
I\/l Od e | what you segmented or you can use some other software

 MIB — VolumeViewer, Imaris viewer (free),
ImageVis3D, AMIRA Avizo

Rendering




* No segmentation is necessary

» Simply look through the stack on all 3 axes

Object
visualization in

Voxel Slice |l Cylinder Slice ll Dual Ortho Slices

2 8 epimastt-procclaheam @

Amira -
orthoslice

£
3
&

]

o - CETE—

Data: epimasti-proc-claheam v =

(-

Orientation:

-

Slice Number:

-

Mapping Type: Colormap

.w. 5
coom C Sk, -

Options: M adjust view bilinear view lighting

-

(-

Frame: M show width: 1 [ |

]

Transparency: ® None  Binary  Alpha

(4

Embossing:




BEne wiaelivariern * Simplest and fastest visualization, if the dataset has good
contrast

* No segmentation is necessary

\VileYol=)
Rendering in
Amira - volren

Set the minimal values, maximal values, and opacity to visualize objects of interest




Data visualization

Model
Rendering in
Amira — volume
rendering/
voxelized
rendering

* Already requires segmented sample

Voxelized rendering

Volume rendering




Data visualization

Model
Rendering in
Amira — Surface
generation

* Already requires segmented sample

* Bit more complex, but more variable
Allows smoothing

Each material can be visualized individually
— much more responsive transparency

More laborious — each material is set
individually




Model Rendering in Amira — Surface generation
difference between volume and surface

Surface — cut Volume — cut
Data visualization



Segment Anything Model
(META)

" Artificial Intelligence

The theory and development o f computer yf ms able
/ to perform tasks ormo!ly q gh man intelligen

.Z::?:“‘Ti‘.’:?‘.““— llastik, Arivis
dataset is

Deep Learni
much
bigger?

What if the

with brain-like logical

structure of algorithms

called artificial neural
networks

LEVITY

Deep MIB, Apeer,
Amira




DeepMIB —
actual neural
network

segmentation

— GPU Based

Artigficial
Inteligence

* Manually segmented part of a dataset serves a textbook

* The network learns about particular type of data and can be used
on similar ones

* The images of the stack are split with the
corresponding labels into 2 files

* Training
* Validation

* The software then trains on the training data and
checks how it is doing on the validation data

* From tens of minutes to days (depending on the
complexity of segmentation, size of the dataset,

GPU

* When the training is finished the learning is tested on
yunseen” part of the dataset

* If the predictions are good — predict the rest of the dataset



DeepMIB -
neural
network
segmentaion —

tick gut

* 23450px x 21750px x 558sections
* Resolution — 15nmx15nm*120nm

* (351.8um x 326.3pum x
156.2um=0.018mm?3)

* 265Gb

* Cooperation with scientific group
(BC CAS): J. Perner

p— 40 pm



eepMIB actual neural

Part of the dataset to be segmented:
6750px x 4300px x 100 sections

network se

Facilitated segmentation with semi automatic tools

using the superpixel clustering, thresholding...

Roughly 10 days of work

gmentaion

& DeepMIB
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C Wsess'tzbiDeskiopideep
Diractary with images for pradietion
C Wsers'iotzbiDeskiopdeep
[]Sipie MIB mocel fle
Mask extension
Directory with resulting images

C ezt Desklopidesp

Settings.

[Juse paratel processing  Workers

Help Preprocess

Optons
eension (Al v ) [IBio index| 1
exiension (A

Model exienson |MCOEL v | Numberof classes | 2

Fraction of images for validabon 028

Prepracess for | Preprocessing is not required ¥

[JBio index| 1

Randam gererator seed 2

4 2D augmentation settings

T_ Training settings

- a

Each augmentation is defined with 2 or 3 values, the first value(s) define variation of the augmentation fiter, while the last value specify prabability of triggering the
augmentation. The resulting augmented patch may be made from a cocktail of muliple augmentations

Fraction: fraction of images to be augmented
[0-1., def=0.9]

RandScale: randem scaling, range (0-Inf),
def=[1 1.1 0.05], off=[1 1 0.05]

| 11 oo ]

Huelitter. jtter of Hue using a random value in
the range (1 1), def=[-0.03 0.03 0.05], off=[0 0
0.05]

003 003 005 ]

FillValue: fil value for out-of-bounds points RandXScale: random X scaling, range (0-inf),
when rotating [0-Inf, def=255] def=[1 1.1 0.06], off=[1 1 0.05]

256 | 11 oo

SaturationJitter: jitter of Saturation using a
‘ random value in the range (-1 1), de=[-0.05
0.050.05], ofi=[0 0 0.05]

RandXReflection: random left-right reflections, RandYScale: random Y scaling, range (0nf). ‘,n 05 005 005 ‘
def=[10.05], off=[0 0.05] def=[11.1 0.05], off=[1 1 0.05]

1 oos o 11 oo ]

Brightnesslitter: itter of Brightness using a
random value in the range (-1 1), def=[-0.1 0.1
RandXShear: horizontal random shear, in 0.0, o510 0 0.05]

degrees in the range (-90 90), def=[-10 10 ‘,m 01 0.05 ‘
‘ 0.05], off=[0 0 0.05]

RandYReflection: random top-bottom
reflection, de=[1 0.05], off=[0 0.05]

1 oo

Contrastlitter: jitter of Contrast using a
random value in the range (0 Inf), def=[0.9 1.1
0.05], oft=[1 10.05]

o 10 005 ]

Rotation30: rotation to 90 or 270 degrees,

def=[10.08], of=[0 0.05] RandYShear: vertical random shear. in

T ‘ degrees in the range (-90° 90), def=[-10 10 s 11 oo ‘
0.05], off=[0 0 0.05]

ReflectedRotation30: 90 degree rotation and ‘40 10 0.05 ‘ ImageBlur: allow Gaussian blur defined as

left-right reflection, def=[1 0.05], ofi=[0 0.05] s;imuanmntgz range (0 Inf). def=[0 0.5 0.06].

1 oo ‘ GaussianNoise: add Gaussian noise using a of=(000.05]

random variance in range (0 Infl, def=[0. 005 ‘n 05 005 ‘
0.05], off=[0 0 0.05]

RandRotation: random rotations, in degrees

from -90 to 90, def=[-10 10 0.05]. off=[0 0 0 oms o005 ‘
0.05]
‘,m 10 0.05 ‘ Poissoniaise: allow Poisson noise, def=[1

0.08], off={0 0.05]
1 oes |

| oK | Cancel

- ] X

solverName, solver for training network Momentum, [sgdm only] contribution of the parameter

update step of the previous iteration to the current

‘adam s ‘ iteration of sgdm [0.9]

MaxEpochs, maximum number of epochs to use for ‘0,9 ‘

training [30]

‘50 ‘ Decay rate of gradient moving average [adam only], a
non-negative scalar less than 1[0.9]

Shuffle, options for data shuffling [once] ‘U.B ‘

‘svery—epoch V‘

Decay rate of squared gradient moving average for the
Adam and RMSProp solvers [0.999 Adam, 0.9

InitialLeamRat d for training; The default val
nitialLearnRate, used for training. The default value is PMSProp]

0.01 for the "sgdm” solver and 0.001 for the "rmsprop”
and "adam” solvers. If the leaming rate is too low,
then training takes a long time_ If the learning rate is
too high, then training might reach a suboptimal result

0s |

or diverge Eg]ihdationFrequency, number of validations per Epoch
\u.uous ‘ ‘2 ‘

LearnRateSchedule, option for dropping leaming rate
during training [none]

Patience of validation stopping of network training, the
number of times that the loss on the validation set
can be larger than or equal to the previously smallest
lnce h s b tane [nf

Inf ‘

‘pleceWIse v‘

LeamnRateDropPeriod, [piecewise only] number of

epochs for dropping the leaming rate [10] Plots, plots to display during network training

‘WU ‘ ‘traimng—pmgress v‘

LearnRateDropFactor, [piecewise only] factor for
dropping the learning rate, should be between 0 and 1

QutputNetwork, type of the returned network (R2021b)

0.1

(01 ‘\ast—\terat\on a ‘
01

Frequency of saving checkpoint networks in epochs

L2Regularization, factor for L2 regularization (weight (R2022a)

decay) [0.0001] ‘1 ‘
0.0001 \

oK | | Cancel




DeepMIB actual neural network segmentaion el

Okay, some more time for correction of Inteligence
Part of the dataset to be segmented: prediction (2-3days)

19sejep pajuawdas g|Ndasq

Facilitated segmentation with semi automatic tools
using the superpixel clustering, thresholding...

i 40 UM

Roughly 4 days of network learning
and couple of hour of prediction

19sejep pajuawdas g|ndasq
9Y3} WO} [9pow pasapual VYAV

TAKEAWAY MESSAGE: The segmentation of dataset of this size just by
basic tools would take years. With help of semiautomatic tools and

Roughly 10 day§ of work A | Deeplearning this was done in a few weeks. DATASET size: 23450px x 21750px x 558sections

351.8um x 326.3pum x 156.2um



Deep learning module in AMIRA

* Straightforward — but requires to buy an expensive package to even more expensive software

2 Amira 30 - FollowUp_Training_Result hx - (=] X

& su

Project View
Open Data...

Target (Y
Train/Validation Ratio: N
Model
Type:
Number of Classes: 3
Backbone:
Training
Data Augmentation
Monitoring
Checkpoints:
Improvement Criterl. # VabdationMetrc

Tensorboard -

o
¥
¥
¥
¥
¥
¥
¥
¥
¥
¥
¥
¥
¥
¥

Early Stopping »




Machine learning — llastik and Arivis

e ,Manual segmentation” for machine learning can be more like an
interactive lecture than a textbook

* You are selecting pixels that are of structures of interest and the program tries
to reproduce what you do in the rest of image

* And you correct it

]

Add multiple object classes




* Implemetation of artificial inteligence
into segmentation processes

e SAM from META

Future look of
segmentation e | ,

Q Constantin Pape




Still with me? Good Job!
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Image life, discover the future
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