
As mutation affects essentially every aspect 
of biology, the development of a unifying 
theory for mutation-rate evolution is highly 
desirable. There is much to be explained. 
For although the base-substitution 
mutation rate (u) in all organisms is low 
(<10–7 mutations per nucleotide site per 
generation), the rates in some species are 
more than 1,000-fold below this level. This 
large range of variation implies that the 
accuracy of DNA replication and repair in 
most, if not all, species is less than what is 
possible at the biochemical level.

It has been argued that mutation 
rates, even at the single-gene level, have 
been fine-tuned by natural selection 
to maximize long-term survival and 
evolvability1–4, yet there is no direct 
empirical or theoretical evidence that 
this is generally the case. If such adaptive 
mutation-rate arguments are valid, they 
will need to explain why the evolved 
mutation rate in microorganisms is 100- to 
1,000-fold lower than that in vertebrates. 
Moreover, although stress-induced 
mutagenesis in microorganisms can 
sometimes provide a transient mechanism 
for generating an adaptive genotype in 
an extreme environment5, this need not 

that every aspect of genome stability is 
refined by adaptive processes.

Selection, drift and mutation rate
A formal theoretical framework for 
understanding mutation-rate evolution was 
first presented by Kimura9. Noting that the 
vast majority of mutations are deleterious, he 
proposed that mutator alleles are indirectly 
selected against through associations with 
the detrimental alleles that they generate 
elsewhere in the genome. Under this view, 
a newly arisen mutator allele progressively 
acquires an excess equilibrium mutation 
load that is defined by the opposing 
forces of input (mutation pressure) and 
removal (selection and recombination). 
Here, we broadly define a mutator (and an 
antimutator) as any genomically encoded 
modifier of the mutation rate; for example, 
a variant of a DNA polymerase, a DNA 
repair protein or even a gene product that 
alters the mutagenicity of the intracellular 
environment. As discussed below, some 
genomic features can also have very 
localized effects on the mutation rate.

The reduction in fitness associated with  
a mutator allele is equal to the product of  
three terms: the excess genome-wide rate  
of production of deleterious mutations 
relative to the population mean (ΔUD); the 
reduction in fitness per mutation (s); and 
the average number of generations that a 
mutation remains associated with the mutator 
(t̄ ). The persistence time t̄  is estimated by 
noting that an association between a mutator 
and an induced mutation is eliminated  
by selection at rate s per generation and by 
recombination at rate r (REF. 9).

Under asexual reproduction, the 
persistence time is the reciprocal of the 
mutational effect (t̄  = 1/s), and the selective 
disadvantage of a mutator allele (sm) is 
simply equal to the increased rate of 
production of deleterious mutations ΔUD. 
However, recombination weakens the 
selective disadvantage of a mutator allele by 
exporting mutations to other members of 
the population9–11. With free recombination 
(r = 0.5), mutant alleles are statistically 
uncoupled from their source in an average 
t̄  = 2 generations, so the mutator-allele 
disadvantage is sm ≈ 2sΔUD, and no more 
than twice this with stronger linkage6. 

imply that the error-prone nature of the 
polymerases invoked during such times 
has been promoted by natural selection6–8.

As whole-genome sequencing (WGS) 
has led to a rapid proliferation of data 
on mutation rates in a wide array of 
phylogenetic lineages, there is a need to 
evaluate how this information can be 
integrated into a general evolutionary 
framework. We start with a brief 
overview of the theory of mutation-rate 
evolution, followed by a comparison 
of the existing data with theoretical 
expectations. Confronted with difficulties 
in reconciling observations with adaptive 
mutation-rate hypotheses, at both the 
whole-genome and single-gene levels, 
we argue that phylogenetic variation 
in mutation rates reflects underlying 
differences in the efficiency of selection 
to improve replication fidelity, which 
in turn results from variation in the 
power of random genetic drift. There is 
still considerable room for work on the 
cellular determinants of replication fidelity 
and how these vary across phylogenetic 
lineages, but achieving evolutionary 
understanding in this area is unlikely to be 
served by uncritical adherence to the idea 
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Substantial work on the fitness effects  
of mutations12–15 suggests average values of 
s < 0.1, implying that recombination reduces 
the strength of selection operating on the 
mutation rate by at least 80%.

To understand the degree to which 
selection can depress the mutation rate, 
it must be appreciated that whenever 
a selection coefficient (in this case, sm) 
drops below the power of random genetic 
drift, which is inversely proportional to 
the effective population size (Ne), evolution 
enters the realm of effective neutrality. 
Thus, letting λ be the fraction by which the 
mutation rate is reduced by an antimutator, 
so that ΔUD = λUD, once the genome-wide 
deleterious mutation rate UD is reduced to the 
point that λUD < 1/Ne, selection for further 
reduction in the mutation rate in a haploid 
asexual population will be overwhelmed by 
stochastic noise (this point will be reached at 
an earlier point in a sexual population, owing 
to the multiplier 2s). A potential complication 
arises if λ changes with UD, although this 
does not change the general principle being 
espoused. Simply stated, the drift-barrier 
hypothesis postulates that owing to the 
stochastic nature of evolutionary processes, 
and the diminishing advantages of increased 
perfection of molecular adaptations, there 
is an upper bound to the level of refinement 
that can be achieved by selection. This crucial 
point arises when the selective advantage of 
further improvement is overwhelmed by the 
power of random genetic drift and/or biased 
mutation pressure towards mutators6,12,16 
(FIG. 1). If this hypothesis is correct,  
the very process that is necessary for the 
production of adaptive mutations is selected 
against, with the fuel for evolution simply 
being an inadvertent by-product of an 
imperfect process.

The preceding analyses ignore the 
possibility of mutator and/or antimutator 
alleles having direct effects on fitness. One 
common argument for direct effects on 
fitness assumes that excessive investment 
in replication fidelity reduces the rate or 
increases the energetic cost of genome 
replication9–11,17–23; for example, as a 
consequence of increased investment in 
proofreading. However, several indirect 
lines of evidence suggest otherwise: the 
total cost of genome replication generally 
constitutes less than 1% of the total cellular 
energy budget, of which only a small 
fraction is associated with polymerization 
and proofreading24; the rates of DNA 
replication are more than tenfold faster 
than those for mRNA elongation25,26, 
suggesting that the time to replication does 

activity influence the rate of mutation. 
The phylogenetic approach32 suffers from 
uncertainties associated with divergence 
times and the degree to which the fates of 
mutations are modified by selection.

With the advent of high-throughput 
genomic sequencing, both approaches can 
now be avoided entirely for most species. The 
method of choice is a conceptually simple 
mutation-accumulation (MA) experiment 
in which a series of initially identical lines 
is subject to a consistent regime of extreme 
population bottlenecks (single individuals 
for clonal reproducers and self-fertilizing 
hermaphrodites, and single full-sib pairs for 
species with separate sexes) (FIG. 2). With 
such a protocol, the power of genetic drift is 
so overwhelming that nearly all mutations 
— except those causing complete sterility 
or lethality — accumulate in an effectively 
neutral fashion, even in the case of bacterial 
colonies that briefly expand before single-cell 
bottlenecks33. After an adequate number of 
generations of propagation, WGS reveals 
the unique set of mutations sequestered 
within the individual lines. The resultant 

not limit cell-division rates; and in bacteria, 
cell-division times are either unchanged or 
decline with increasing genome size24,27,28. In 
addition, eukaryotes minimize replication 
time by populating chromosomes with 
multiple origins of replication. Conversely, in 
multicellular species the direct consequences 
of somatic mutations can reinforce the effects of  
a mutator by reducing survivorship6,29.

Estimation of mutation rates
Given its very low level, the base-
substitution mutation rate (u), has 
historically been one of the most difficult 
genetic parameters to measure accurately. 
Until recently, most estimates were obtained 
either with reporter constructs that yield 
an obvious phenotype upon mutation or 
with measures of interspecific divergence 
of putatively neutral markers. Although 
readily applied to microorganisms30,31, the 
reporter-construct method has two major 
disadvantages: uncertainty in the fraction of 
mutations yielding detectable phenotypes 
and uncertainty of whether the location, 
orientation and/or level of transcriptional 

Figure 1 | The drift-barrier hypothesis for mutation-rate evolution. a | The level of perfection  
of any molecular trait is expected to become more refined in larger populations, as the efficiency of 
selection (red arrows) increases and the stochastic effects of genetic drift (black arrows) decrease. The 
achievable level of molecular perfection is also a function of the degree to which a mutation alters the 
trait in the upward versus downward direction; in this example, there is a downward mutation bias, so 
that perfection is unachievable at even the largest population sizes (asymptote of the solid black line). 
b | An example of how the evolutionary dynamics of the mutation rate are predicted to unfold under 
the drift-barrier hypothesis7. With high initial mutation rates (black, red), the advantage of antimuta-
tors is sufficiently large that the mutation rate will evolve downwardly until the strength of selection 
is matched by the opposing pressure from random genetic drift and mutation bias. In contrast, with a 
sufficiently low initial mutation rate (blue), antimutators are insufficiently advantageous to be pro-
moted, mild mutators are insufficiently deleterious to be eliminated and the population evolves a 
higher mutation rate until the drift barrier (grey line) is reached. A population starting at the drift 
barrier (green) is expected to maintain a steady-state distribution of the mutation rate with some 
temporal fluctuations arising owing to the stochasticity of drift. Part b is adapted from REF. 7; Lynch, M. 
The lower bound to the evolution of mutation rates. Genome Biol. Evol. (2011) 3, 1107–1118, by  
permission of Oxford University Press.
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molecular spectrum of mutations covers 
essentially every type of alteration relevant 
to evolutionary change; that is, all possible 
base-substitutional changes, small insertions 
and deletions (indels), large segmental 
duplications and deletions, and other 
large-scale chromosomal rearrangements.

The MA-WGS approach is time 
consuming, but is readily applied to most 
species. However, as sequencing costs 
continue to drop, variants of this method  
are now being applied to animal species  
(for example, genomic sequencing of 
parent–offspring trios and/or members 
of extended pedigrees)34–38. Owing to the 
small number of generations involved, 
this approach can require the sequencing 
of additional individuals to achieve an 
adequate pool of mutations, but the use of 
multiple families also provides opportunities 
for studying population-level variation in 
mutational features.

Phylogenetic variation in mutation rate
In a first attempt to understand 
mutation-rate variation among species, 
Drake30 argued that the base-substitution 
mutation rate, u, scales inversely with the 
number of bases in the genome, such that 
there is an approximately constant 0.003 
mutations per genome per generation. 
Drake argued, “Because this rate is uniform 
in such diverse organisms, it is likely to be 
determined by deep general forces” (REF. 30). 
We argue below that these deep forces are to 

sizes and mutation rates covarying with 
another underlying feature. One such factor 
is the effective population size Ne, which is  
positively associated with genome size in 
eukaryotes40. The Ne of a species can be 
estimated from the levels of standing variation 
(population-level heterozygosity) at silent 
sites in protein-coding genes, which under 
the assumptions of effective neutrality and 
drift-mutation equilibrium have expected 
values of xNeu, where x is equal to two 
for haploid and four for diploid species41. 
Using species-wide estimates of silent-site 
variation, u can be factored out to yield an 
estimate of Ne.

For each of three major biological 
groupings of species, there is a significant 
negative relationship between u and 
Ne on a logarithmic scale: in bacteria, 
r2 = 0.86, slope = –0.76 (s.e.m. = 0.10); 
in unicellular eukaryotes, r2 = 0.69, 
slope = –0.70 (s.e.m. = 0.23); and in 
multicellular eukaryotes, r2 = 0.44, 
slope = –0.33 (s.e.m. = 0.12) (FIG. 3b). 
However, the normalization constants of 
these three regressions are different, with 
bacteria having a 5- to 20-fold elevation 
in the mutation rate relative to unicellular 
eukaryotes with the same Ne.

To place these results in the context of 
the drift-barrier hypothesis, it is necessary 
to go beyond the per-site base-substitution 
mutation rate, u, as selection operates on 
the genome-wide deleterious mutation 
rate, UD. Precise estimates of UD cannot be 
achieved with molecular data alone, but 
an approximation (UP), obtained from the 
product of u and the number of nucleotide 
sites in the exons of protein-coding genes 
(P), should be proportional to UD provided 
that the mass of selected sites outside 
coding regions scales with UD. Such a 
transformation leads to a reasonably unified 
behaviour of the mutation rate (r2 = 0.86; 
slope = –0.74 (s.e.m. = 0.06)) (FIG. 3c), with all 
three phylogenetic groups falling along the 
same regression line. The overall data are 
therefore qualitatively compatible with the 
hypothesis that UD decreases with increasing 
Ne. Contrary to a previous claim42, P alone 
does not dictate mutation-rate evolution.

Can a more quantitative expectation be 
attached to the scaling of UD and Ne under 
the drift-barrier hypothesis? In BOX 1, we 
present theory that specifically predicts 
an inverse relationship between these two 
parameters; that is, a slope of approximately 
–1.0 on a log–log plot, provided that the 
drift barrier itself and/or biased mutation 
pressure towards mutator alleles keeps the 
mutation rates of most species far from  

be found in the population-genetic factors 
that govern all evolutionary processes. 
Drake’s conjecture was based on a very small 
number of taxa — three bacteriophages, the 
bacterium Escherichia coli, the budding yeast 
Saccharomyces cerevisiae and the filamentous 
fungus Neurospora crassa — only three 
of which are cellular in nature. Given this 
limited taxonomic coverage and the reliance 
on reporter constructs, a re-evaluation of the 
proposed pattern with MA-WGS results  
is warranted.

General scaling relationships for mutation 
rates. A pooled analysis of results for both 
bacterial and eukaryotic microorganisms 
yields a linear regression of u on genome size 
with a slope of –0.61 (standard error of the 
mean (s.e.m.) = 0.23) on a logarithmic scale 
(r2 = 0.32; p = 0.017), roughly compatible with 
Drake’s expectation of –1.0 (FIG. 3a). However, 
the negative scaling for bacteria is entirely 
dependent on the single value for the highly 
mutable Mesoplasma florum39. The slope for 
microbial eukaryotes alone is not statistically 
significant. Thus, Drake’s 0.003 rule is at best 
a rough approximation for microorganisms. 
Moreover, the expected pattern is strongly 
violated when multicellular eukaryotes are 
included, as u scales positively with genome 
size within this group (FIG. 3a).

As there is no known molecular 
mechanism directly linking u with total 
genome size, the patterns outlined in FIG. 3a 
probably result indirectly from both genome 

Figure 2 | The design of a mutation-accumulation experiment. Initially isogenic lines of organisms 
are subjected to a large number of sequential episodes of population bottlenecking, in which a single 
individual or small numbers of individuals are isolated in each round and used to seed the subsequent 
growth of each replicate line (shown as horizontal arrows). Under this treatment, the fitness of each 
line generally declines owing to the accumulation of deleterious mutations. Following the mutation 
accumulation (MA) procedure, the complete genomes of replicate lines are sequenced. Under the 
assumption of effectively neutral MA, the average rate of increase in numbers of mutations per line is 
equivalent to the mutation rate.
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the biophysical limits. The following 
reasoning suggests that the data are 
compatible with such scaling.

The analysis shown in FIG. 3c relies 
on protein-coding DNA as a surrogate 
measure of the number of nucleotides 
under selection (the effective genome size, 
Ge), but not all amino acid replacement 
mutations or silent-site changes are likely to 
be deleterious, and some non-coding sites 
are involved in transcription, splicing and 
so on. Greater than 90% of most bacterial 
genomes is protein coding, and there can 
be considerable selection on silent sites in 
such species with a large Ne, so P probably 
provides a close approximation of Ge in 
these species. The approximation is also 
relatively good in S. cerevisiae, as Ge ≈ 0.8P 
(REF. 43). The average estimates of Ge for  
nematodes, Drosophila melanogaster 
and humans are 1.1P, 3.3P and 5.8P, 
respectively43–47. Thus, there is a tendency 
for P to increasingly underestimate the 
amount of the genome under selection 
with increasing organismal complexity. 
However, accounting for these levels of 
bias only moves the negative scaling of the 
genome-wide deleterious mutation rate 
with Ne closer to a slope of −1, improving 

arise (BOX 1). It is likely that antimutator 
alleles arise substantially less frequently 
than mutator alleles, although quantitative 
information on this matter is lacking. 
Mutation bias towards mutators will oppose 
the evolutionary reduction in the mutation 
rate by selection, pushing the mutation rate 
to a higher level than otherwise expected 
(FIG. 4). Thus, species-specific variation in the 
relative rates of production of mutator and/
or antimutator alleles may be an additional 
contributor to the vertical range of variation 
in the plots in FIG. 3.

Error-prone polymerases. The genomes of 
nearly all organisms encode for error-prone 
polymerases. As many of these are used only 
during times of stress, this has encouraged 
the assertion that high error rates associated 
with such enzymes have been promoted by 
selection as a means for generating adaptive 
mutations in changing environments1,2,48–51. 
As noted above, however, although 
increasing the mutation rate may enhance 
the absolute probability of a beneficial 
mutation, it also magnifies the background 
production of deleterious mutations, and 
thus can ultimately lead to long-term 
genomic deterioration52,53.

the overall concordance of the data with the 
drift-barrier hypothesis. Additional data 
will be required to determine whether there 
is a diminishing response of UD in taxa with 
very high Ne, as might be expected if such 
species approach the biophysical limit of 
replication fidelity.

The theory outlined in BOX 1 also predicts 
detectable levels (certainly two- to threefold) 
of variation in the mutation rate among 
lineages experiencing identical levels of 
selection and random genetic drift, owing 
to the stochastic production and fixation 
of mutator and antimutator alleles around 
the expected mean. Thus, given that Ne 

also probably changes through time and is 
estimated with inaccuracies, the range of 
variation around the regression in FIG. 3c 
should not be taken as a shortcoming of 
the theory.

Finally, we note that although the theory 
suggests a specific scaling between UD and 
Ne, it does not provide an explicit statement 
on the elevation of the curve; that is, for the 
absolute values of the expected mutation 
rates. This is because mutation-rate evolution 
is not simply a function of the efficiency 
of selection, but also of the relative rates 
at which mutator and antimutator alleles 

Figure 3 | Scaling relationships involving the base-substitution mutation 
rate. a | The relationship of the base-substitution mutation rate per nucleotide 
site per generation (u) with total haploid genome size is given for the full set of 
species for which data are available from mutation-accumulation whole- 
genome sequencing (MA-WGS) or pedigree analyses. The regression line only 
incorporates the data for unicellular species. b | The regression of u on the esti-
mated effective population size (Ne). To increase the sample size here, the 
mutation rates of three bacteria (data points 25, 30 and 33) and two unicellular 
eukaryotes (data points 16 and 19) are based on reporter-construct estimates. 
c | The regression of the total (genome-wide) mutation rate in protein-coding 
DNA per generation (UP) on Ne. The solid line is the regression fitted to the full 
data set, whereas the dashed lines are reference lines with slopes equal to –1.0. 
The arrows are the approximate degree to which the multicellular eukaryote 
measures are likely to move upwardly if all sites under selection are accounted 

for (as described in the text). All plotted data are in Supplementary informa-
tion S1 (table). Numbered data points correspond to the following species:  
1, Apis mellifera; 2, Arabidopsis thaliana; 3, Caenorhabditis briggsae;  
4, Caenorhabditis elegans; 5, Daphnia pulex; 6, Drosophila melanogaster;  
7, Heliconius melpomene; 8, Homo sapiens; 9, Mus musculus; 10, Oryza sativa; 
11, Pan troglodytes; 12, Pristionchus pacificus; 13, Chlamydomonas reinhardtii; 
14, Neurospora crassa; 15, Paramecium tetraurelia; 16, Plasmodium falciparum; 
17, Saccharomyces cerevisiae; 18, Schizosaccharomyces pombe;  
19, Trypanosoma brucei; 20, Agrobacterium tumefaciens; 21, Bacillus subtilis;  
22, Burkholderia cenocepacia; 23, Deinococcus radiodurans; 24, Escherichia coli; 
25, Helicobacter pylori; 26, Mesoplasma florum; 27, Mycobacterium smegmatis; 
28, Mycobacterium tuberculosis; 29, Pseudomonas aeruginosa; 30, Salmonella 
enterica; 31, Salmonella typhimurium; 32, Staphylococcus epidermidis;  
33, Thermus thermophilus; 34, Vibrio cholera; 35, Vibrio fischeri.
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An alternative explanation for the 
error-prone nature of some polymerases, 
which is consistent with the drift-barrier 
hypothesis, is that the net selection pressure 
to improve accuracy is proportional to the 
average number of nucleotide transactions 
that a DNA polymerase engages in 
per generation. Because error-prone 
polymerases generally replicate only small 
patches of DNA and do so infrequently, the 
opportunities for mutations will necessarily 
be fewer than with normal replicative 
polymerases, and selection on accuracy will 
be correspondingly reduced6–8. This ‘use 
it or lose it’ hypothesis is also consistent 
with the observation that polymerases 
deployed in the replacement of the small 
RNA primers with DNA during normal 
replication cycles have higher error rates 

Caveats and alternative interpretations 
of the data. As the relationship in FIG. 3c 
bears on a trait of central relevance to all 
organisms, potential artefacts need to 
be considered. There are, for example, 
numerous difficulties in precisely defining 
the effective population size, Ne, by using 
silent-site diversity, including the definition 
of the appropriate geographic range for 
species surveys and the assumption of 
effective neutrality. Such measures of Ne also 
reflect conditions over only the past 2Ne or so 
generations (owing to the transient nature of 
polymorphisms), but given the large number 
of loci influencing replication fidelity and 
the rapidity with which the equilibrium load 
associated with mutator and/or antimutator 
alleles develops, measurements reflecting 
recent population features are arguably 
preferable. It could perhaps be argued that 
the estimates of Ne for highly self-fertilizing 
species (for example, Caenorhabditis elegans 
and Arabidopsis thaliana) are uncharacter-
istically low for their phylogenetic lineages, 
but increasing these to levels observed 
in outcrossing species only increases the 
overall correlations (FIG. 3c).

We have raised the possibility of a 
spurious correlation being induced between 
estimates of u and Ne as a result of dividing 
measures of standing variation by u to 
estimate Ne, as sampling error can result 
in some negative covariance between 
these estimates39. However, the levels of 
sampling variance in the measures used in 
the preceding analyses do not appear to be 
adequate to cause the large-scale patterns 
in FIG. 3c. For example, the seven estimates 
of u used to obtain an average estimate 
for the human mutation rate range from 
1.1 × 10–8 to 1.9 × 10–8, similar to prior 
indirect estimates obtained through the 
analysis of human genetic disorders54,55, and 
all estimates of human silent-site diversities 
are close to 0.001 (REFS 40,56). Moreover, 
the pattern shown in FIG. 3c remains if the 
dependent variable is the mutation rate for 
indels, which is not used in the estimation 
of Ne (REF. 57).

One surprising aspect of FIG. 3c is that 
data from organisms with widely divergent 
population-genetic features are largely 
consistent. Because the theory implies that 
recombination reduces the efficiency of 
selection for improved replication fidelity, 
one might expect bacteria (which lack 
meiotic recombination) to have unusually 
low mutation rates, but this is clearly not 
the case. It may be relevant that despite 
their prominent clonal nature (which is 
also true for a portion of the life cycles of 

than the major replicative polymerases7. It 
is also notable that secondary and tertiary 
fidelity mechanisms (such as proofreading 
and mismatch repair), which necessarily 
involve fewer nucleotide transactions than 
the earlier polymerization step, have greatly 
elevated error rates6.

Collectively, this combination of theory 
and observation supports the idea that 
less frequently used polymerases naturally 
evolve higher error rates. This view does not 
deny the crucial importance of error-prone 
polymerases as mechanisms for dealing 
with bulky lesions or other forms of DNA 
damage, and it does not deny that induced 
mutagenesis can play a part in generating  
an appropriate adaptation in extreme  
times, sometimes being the only means  
for survival.

Box 1 | Scaling features of evolved mutation rates

Here, we consider the likely genome-wide deleterious mutation rate, UD = uGe (where u is the 
base-substitution mutation rate per nucleotide site per generation, and Ge is the effective genome 
size) that will evolve under the drift-barrier hypothesis and how this scales with various factors. Let 
U0 be the minimum possible genome-wide deleterious mutation rate (the biophysical barrier), with 
a series of alleles imposing mutation-rate increases by factors of (1 + λ; where λ is the fractional 
difference of mutation rates between adjacent classes), such that the ith class has a genome-wide 
deleterious mutation rate of Ui = U0(1 + λ)i. Recall that for a sexual population, the equilibrium  
loss of fitness for class i owing to mutation load is 2 sUi, where s is the deleterious effect of an 
individual mutation.

We want to determine the long-term evolutionary distribution of the mutation rate: as the 
mutation-rate modifier mutates to lower and higher positions in the allelic series, selection favours 
classes with lower mutation rates and drift influences the efficiency of selection. Here, we suppose 
that fidelity factors mutate to higher accuracy at rate μ, and to a lower accuracy at rate ν, with 
allelic exchange occurring only between adjacent states. Using existing methods16, such a linear 
system of alleles will eventually reach an equilibrium probability distribution of occupancy of the 
different classes:

P(i) ≈ C · (v/µ)i · e–8NesUi

where C is a normalization constant that ensures that the state probabilities sum to 1.0, and Ne is 
the effective population size. This expression assumes a sexual, diploid population; for a haploid 
population, a 4 should be substituted for the 8; and for an asexual population, U0 should be 
substituted for 2 sU0.

The probability distribution for alternative mutation-rate states is determined by two terms, the 
first involving the relative rates of production of mutator versus antimutator alleles, ν/μ. Numerical 
values are not available for this ratio, but it is almost certainly greater than 1.0, and perhaps 
substantially so. The second term defines the effectiveness of selection in promoting antimutator 
alleles, with the strength of selection relative to that of genetic drift being a function of NesUi. 
Once a population has reached sufficiently low mutation rates, the power of selection will be 
overcome by drift and/or mutation bias, preventing further downward evolution of the mutation 
rate. By contrast, at sufficiently high mutation rates, selection will be effective enough to prevent 
the evolution of still higher rates.

The solution of this equation illustrates three basic features of the drift-barrier hypothesis (FIG. 4). 
First, unless the mutation rate (u) is driven very close to the biophysical limit (U0), the genome-wide 
deleterious mutation rate (UD) is expected to scale inversely with the effective population size (Ne). 
Second, an increase in the fractional difference of mutation rates between adjacent classes, λ leads 
to a proportional reduction in the evolved mutation rate for all Ne, but leaves the expected inverse 
scaling between UD and Ne intact, provided that λ is independent of Ui. This effect arises because λ 
defines the selective differential between adjacent mutation-rate classes and hence the efficiency 
of selection. Third, the mutational bias (ν/μ) determines the absolute values of the expected 
mutation rates, but again does not alter the inverse scaling of UD with Ne — an increased bias 
towards production of mutator alleles simply increases the evolved mutation rate by the same 
factor at all Ne.
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3 × 108most unicellular eukaryotes), bacteria and 
eukaryotes experience roughly the same 
amount of recombination per nucleotide 
site at the population level as eukaryotes40. 
Bacterial recombination generally involves 
the exchange of small blocks of DNA 
without crossing over, although most 
recombination in eukaryotes also involves 
simple gene conversion58.

If alternative hypotheses for 
mutation-rate evolution invoking selection 
to maximize long-term evolvability are to  
be entertained, they will need to explain  
the inverse relationship between u and Ne, 
and also why optimal mutation rates  
should be nearly 1,000 times higher in  
large multicellular sexual species than 
in most (but not all) microorganisms. 
Attempts to estimate theoretically optimal 
mutation rates for maximizing long-term 
rates of adaptive evolution in asexual 
populations do not appear to predict a 
negative association between u and Ne. For 
example, under one model, the long-term 
rate of adaptation is maximized when  
the genome-wide mutation rate equals the 
rate of population fixation of beneficial 
mutations9,59. Because the rate of population 
fixation is in part a function of the rate of 
mutational input, the precise predictions 
of this argument are not entirely clear; but, 
mutations arise at a higher rate in large 
populations and, if beneficial, fix with 
higher probabilities, so this hypothesis 
seems to imply a positive association 
between u and Ne. A rather different model 
argues that populations should evolve 
genome-wide mutation rates equal to the 
average effect of a deleterious mutation60,61 
and appears to predict an optimal mutation 
rate independent of population size.

It is unclear how recombination 
might render an adaptive mutation-rate 
hypothesis consistent with the data. In 
sexual populations, selection for a mutator 
by hitch-hiking with a beneficial mutation 
is likely to be weaker than selection for an 
antimutator reducing background deleterious 
mutations. This is because selection against 
deleterious alleles is recurrent, whereas 
hitch-hiking between a mutator and an 
induced beneficial allele will typically be 
a rare and incomplete event, owing to 
recombination between the mutator and the 
induced mutation. Moreover, as noted above, 
elevated mutation rates in multicellular 
species (those with small Ne) impose an 
additional, direct negative effect through 
somatic mutations that decrease survival6. 
Hypotheses based on the number of cell 
divisions per generation will not explain the 

sometimes lead to gene-specific variation in 
the vulnerability to mutations. For example, 
owing to the nature of the genetic code 
and selection for particular amino-acid 
compositions, some variation in mutation 
rates will inevitably exist at the gene level. 
On average, C and G nucleotides are usually 
more mutable than A and T nucleotides 
(up to six times more)55, and the context 
associated with flanking bases can cause up 
to 75-fold variation in site-specific mutation 
rates64–66. The folding of nascent mRNAs can 
also affect mutation rates in a gene-specific 
manner by influencing mRNA–DNA 
heteroduplex formation during transcription, 
which can leave the non-template DNA 
strand exposed to mutagenic effects67. 
Finally, simple-sequence repeats (SSRs), 
which are subject to stochastic expansion or 
contraction of repeat numbers at rates far 
above that seen for single-base substitutions, 
can lead to elevated rates of alterations in 
amino-acid runs when repeat units are 
three nucleotides long, or otherwise to 
downstream frameshifts. Although there 
are credible examples of adaptive variants 
being generated by such processes68–70, as 
with all mutations, the vast majority of SSR 
mutations are likely to be either neutral 
or deleterious outcomes of stochastic 
mutational processes71–72.

data in FIG. 3, as nearly the full range  
of variation in mutation rates per generation 
is encompassed by unicellular species alone,  
and within multicellular species there  
is no simple relationship between  
the number of germline cell divisions  
and the per-generation mutation rate6,7,29. 
Generation length also does not explain 
the patterns, as unicellular eukaryotes have 
longer cell-division times but lower mutation 
rates than prokaryotes (bacteria and  
archaea)24. Thus, overall, both the data  
and the theory are inconsistent with the idea 
that mutation-rate evolution is guided by a 
population-level goal of maximizing the rate 
of incorporation of beneficial mutations. 
Rather, all lines of evidence appear to point 
to the conclusion that mutation rates are 
simply driven downward by individual-level 
selection operating on excess deleterious 
mutation loads11,18,19,62,63.

Gene-level features
Influence of genomic context. The 
results discussed above highlight 
striking interspecific patterns for average 
genome-wide mutation rates that probably 
reflect trans-acting factors that influence 
mutagenic processes across the entire 
genome; that is, DNA polymerases and repair 
genes. However, cis-acting mechanisms can 

Figure 4 | Expected evolutionary distributions of the genome-wide deleterious mutation rate. 
Results, derived from the theory in BOX 1, are given for different effective population sizes (Ne), as 
indicated by different coloured lines (Ne values labelled at the top of the peaks). In all cases, the  
minimum genome-wide rate of loss of fitness per generation by mutation is sU0 = 10–7. Solid lines 
denote the situation in which the mutation bias towards mutator (ν; that is, low-accuracy mutation 
rate) versus antimutator (μ; that is, high-accuracy mutation rate) alleles is ν/μ = 10.0 and the increment 
of change in the mutation rate between adjacent classes (λ) is equal to 0.01. Dashed lines refer to the 
situation in which ν/μ = 10.0 and λ = 0.1, and dotted lines indicate the situation in which ν/μ = 3.0 and 
λ = 0.01; these special cases are shown only for the three smallest population sizes. The mutation-rate 
classes are simply scaled to an arbitrary baseline value of U0 = 1.0. Note that ν/μ and λ determine the 
positions of the mutation-rate distributions, but that the scaling with Ne is retained.
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Context-dependent effects can become 
particularly important if the transcribed 
strand of a gene transposes between 
the leading strand and lagging strand of 
replication, as frequently happens over 
evolutionary time73. During long-term 
residence in a particular location, a gene 
will evolve towards an equilibrium usage 
of nucleotides based on the strand-specific 
mutation spectrum40. At equilibrium, the 
most mutable nucleotides will be reduced 
in frequency, so strand-switching will cause 
the nucleotide composition of a gene to 
suddenly deviate from the local condition, 
thereby elevating the genic mutation rate 
until sufficient time has elapsed to attain the 
equilibrium nucleotide composition for  
the strand of occupancy.

Mutation-rate variation also occurs 
on larger topological scales. In E. coli, for 
example, there is a symmetrical wave-like 
pattern of the mutation rate around the 
circular chromosome, with the extreme 
highs and lows differing by approximately 
2.5-fold in average mutation rates74. 
Detection of such topographical patterns 
requires the cataloguing of large numbers 
of mutations, so few such studies have 
been performed. However, a collection 
of more than 31,000 point mutations 
in a mismatch-repair deficient strain of 
the bacterium Pseudomonas fluorescens 
revealed a chromosomal pattern of 
mutation-rate variation differing from that 
in E. coli: greater uniformity, except for an 
approximate 1.5-fold decline in the earliest 
25% of the replicon75.

Large-scale topological effects are also 
found in eukaryotes. For example, mutation 
rates in yeast are correlated with the timing 
and positions of the origins of replication, 
with a two- to fourfold range of variation 
on spatial scales up to approximately 100 kb 
(REFS 65,76). Similar observations have been 
made with human chromosomes77, although 
here the range of variation is less than 10%. 
On a smaller scale, nucleosome wrapping 
(over lengths of ~150 bp) can protect DNA 
from mutagenic effects, reducing the local 
mutation rate by up to twofold65,78.

The molecular mechanisms driving 
these large-scale patterns remain unclear, 
but could be associated with variation in 
the composition of the nucleotide pool 
during the cell cycle, regional variation in 
transcription rates and their influence on 
replication, and/or alterations in the rates 
of processivity of the DNA polymerase 
across different chromosomal regions. 
Regardless of the cause, the implications 
are clear: studies that use single-gene 

differences)81. In wild-type yeast MA lines, 
spontaneously mutating sites may have up 
to a fourfold elevation in expression level65,82. 
Comparative analyses among mammalian 
species provide indirect evidence for a small 
mutagenic effect of transcription, with a 
doubling in gene expression inducing an 
approximate 15% increase in the mutation 
rate81,83,84. Part of the reason for the small 
effect of transcription on the mutation rate 
may be that the damage-detection process 
associated with TCR extends beyond 
transcribed regions85.

In contrast to the preceding analyses and 
many others80,86, Martincorena et al.3 argued 
that natural selection specifically promotes 
reduced mutation rates in highly transcribed 
genes in E. coli. However, locus-specific 
mutation rates in this study were not 
estimated directly, but were inferred from 
within-species nucleotide variation at silent 
(synonymous coding) sites. This measure is  
expected to scale with the base-substitution  
mutation rate under the assumption of 
neutrality, although things are not so 
simple in prokaryotes in which selection 
operates on silent sites, especially in highly 
expressed genes40. A more direct analysis 
using MA data indicates that the mutation 
rate in E. coli increases with the rate of 
transcription, as in other species, although 

constructs to understand the mechanisms 
of mutation need to be cognizant of the fact 
that several-fold changes in mutation rates 
can arise as a simple consequence of the 
chromosomal location and/or orientation of 
the construct, independent of other features.

Gene expression and mutational 
vulnerability. Transcriptional activity 
can influence genic mutation rates in two 
opposing ways79,80. On the one hand, because 
transcription requires separation of DNA 
into single strands, the non-transcribed 
strand (which is unprotected by the growing 
transcript and the proteins associated 
with transcription) is expected to be more 
vulnerable to DNA damage, leading to tran-
scription-associated mutagenesis (TAM). On 
the other hand, transcription-coupled repair 
(TCR) detects and removes damaged bases 
on transcribed strands.

If the influence of TAM exceeds that 
of TCR, genic mutation rates will increase 
with transcriptional activity. Some evidence 
suggests that this is the case, although 
weakly so. For example, in a mutator 
strain of S. cerevisiae, MA lines reveal 
an approximate twofold increase in the 
mutation rate in the most highly expressed 
genes versus the most lowly expressed genes 
(after accounting for nucleotide composition 

Glossary

Deleterious
A mutation having detrimental effects on the fitness of  
an organism.

Drift-barrier hypothesis
The idea that the ability of natural selection to refine  
a phenotype is ultimately limited by the noise created  
by random genetic drift, which itself is a consequence  
of finite population size and the stochastic effects of  
linked mutations.

Effective population size
(Ne). A measure of the size of a population from the 
standpoint of the reliability of allele-frequency 
transmission across generations; generally, one to several 
orders of magnitude below the actual population size, 
owing to variation in family size, a wide range of other 
demographic features and the hitch-hiking effects of 
linked mutations.

Fixation
The process by which a genetic variant at an initially 
polymorphic site increases in frequency until it attains a 
frequency of 1.0 in the population.

Full-sib pairs
Brothers and sisters sharing the same mother and father.

Gene conversion
An alteration of the nucleotide sequence at one 
chromosomal location resulting from the acquisition of 
information from a homologous sequence elsewhere in 

the genome during genetic recombination; such  
events are not always accompanied by chromosomal 
crossing over.

Lagging strand
A strand of nascent DNA that is synthesized in the 
opposite direction of the progressive opening of the DNA 
on a parental chromosome, resulting in discontinuous 
replication fragments that must be stitched together.

Leading strand
A strand of nascent DNA that is synthesized in one 
continuous flow in the same direction as the progression of 
the opening of the DNA on a parental chromosome.

Mutation–selection balance
An equilibrium allele frequency that results from the 
opposing pressures of natural selection and mutation, one 
tending to remove variation and the other creating it.

Silent sites
Genomic sites within protein-coding regions at which 
nucleotide substitutions have no effect on the encoded 
amino acid, owing to the redundancy of the genetic code.

Somatic mutations
DNA-level changes arising within the somatic cells of 
multicellular organisms, and therefore not transmissible 
across generations but having direct effects on fitness.

Standing variation
Genetic variation among individuals within a population.
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the effect is again small64,87. Similarly, MA 
data from six additional bacterial species 
yield ratios of transcription levels for mutant 
and non-mutant sites that are typically very 
close to 1.0, with the most extreme cases 
showing 7–20% elevation in expression level 
for mutant sites (FIG. 5). Thus, virtually all 
direct observations support the view that 
transcription has mild mutagenic effects.

To understand the challenges for 
the arguments that invoke selection on 
gene-specific mutation rates, it is useful to 
consider the likely strength of selection at 
such a level. For E. coli, the base-substitution 
mutation rate is approximately 2.0 × 10–10 
per nucleotide site per cell division64, so the 
upper bound to the deleterious mutation 
rate for the average gene with length 951 bp 
is approximately 2 × 10–7 per gene per cell 
division if one assumes that all mutations 
are deleterious. As noted above, in the 
absence of recombination, this quantity 
would represent the maximum selective 
advantage of a mechanism that prevented 
all mutations. However, because popula-
tion-level recombination rates in bacteria are 
not greatly different to those in eukaryotes40, 
and recombination greatly reduces the 
magnitude of selection on mutation-rate 
modifiers (in the extreme, to a fraction of 

Replication–transcription conflicts. The 
orientation of a gene is of particular interest 
in bacteria in which transcription and 
replication often overlap temporally88,89. 
Genes for which the transcribed strand is 
used as a template for the leading strand of 
replication have co-oriented transcription 
and replication, whereas genes in the 
opposite orientation can experience head-on 
collisions (HoCs) between the transcription 
and replication machinery. Because 
bacterial replisomes move at a substantially 
more rapid pace than RNA polymerases, 
clashes are nearly equally likely in either 
orientation, but HoCs are thought to have 
more substantial consequences88,90–92. This 
has led to the idea that biased chromosomal 
orientations of bacterial genes reflect 
selection for enhanced genome stability93.

There is considerable variability among 
bacterial species in the fraction of genes 
inhabiting putatively less dangerous leading 
strands; approximately 75% for Bacillus 
subtilis and most other Firmicutes, but 
typically 55–60% for most other species94. 
Why do elevated fractions of genes have 
orientations leading to transcription–
replication conflicts? One suggestion is that 
bacteria, B. subtilis in particular, position 
some of their genes to specifically promote 
mutagenic encounters between RNA and 
DNA polymerases to generate beneficial 
mutations4. Given the limitations noted 
above for gene-specific mutation-rate 
modulation, the idea that gene-strand 
localization can be exploited for adaptive 
reasons merits closer examination.

In our opinion, the evidence for elevated 
rates of adaptive mutation in lagging-strand 
genes is less than compelling. First, virtually 
identical average levels of silent-site variation 
for leading- and lagging-strand B. subtilis 
genes4 presumably reflect similar long-term 
mutagenic conditions on both strands; this 
is consistent with MA experiment results 
suggesting that mutation rates for genes on 
leading and lagging strands are similar in this 
species (3.0 ± 0.7 × 10−10 and 1.3 ± 1.0 × 10−10 
base-substitution mutations per site per cell 
division, respectively; values given ± s.e.m.)66. 
Second, MA analyses from additional 
species lead to a similar conclusion: for 
wild-type (non-mutator) organisms, in all 
but one case, mutation rates on leading- and 
lagging-strand genes are very similar (FIG. 5). 
Third, elevated variation at amino-acid 
replacement sites in lagging-strand genes4 
need not reflect selection for protein-
sequence change, a simpler explanation being 
that lagging-strand genes in B. subtilis have 
relatively low expression levels, which is the 

s = 0.01 to 0.1 of the preceding upper bound), 
the selective advantage of a newly arisen 
gene-specific mutation inhibitor in E. coli is 
likely to be <<10–8f, where f is the fractional 
change in the mutation rate induced by the 
modifier; and even this full benefit will not 
be felt until a new mutation–selection balance 
has been achieved for the mutation-rate 
modifier.

Thus, because the observations noted 
above imply that transcription-associated 
effects are much smaller than the maximum 
of f = 0.2 advocated by Martincorena et al.3, 
the upper bound on the selective advantage 
of a gene-specific antimutator mechanism 
associated with gene expression appears to 
be <<10–9. Moreover, because most cis-acting 
modifiers of the mutation rate probably 
influence only a fraction of the span of a 
gene, even this is likely to be a conservative 
(high) estimate. Such a low magnitude of 
selection would be overwhelmed by the power 
of random genetic drift in a species such as 
E. coli with Ne ≈ 108 (REF. 39). Genome-wide 
processes such as TCR can be maintained 
by selection, because most species have 
Ne < 109 (FIG. 3), although it is highly doubtful 
that gene-specific mutation rates are ever 
moulded by natural selection except in a few 
specialized cases.

Figure 5 | The relationships between site-specific mutagenicity, gene expression and strand occu-
pancy. a | The average depth of coverage of mRNA abundance for mutant sites is scaled relative to the 
average for non-mutant sites using data derived from mutation-accumulation (MA) studies by  
the authors39,57,64 and available mRNA sequencing data. For each species, approximately 50 MA lines were 
sequenced, typically revealing several hundred de novo mutations. Vertical lines denote standard errors. 
MMR– denotes a mismatch-repair deficient strain; and MFD– denotes a strain deficient for mutation 
frequency decline (mfd), which is linked to the transcription- coupled repair machinery. b | Using the same 
MA data in part a, mutation rates are instead subdivided according to the relative orientations of the 
transcribed strand of the gene and the DNA replicon. HoC denotes a gene orientation that leads to 
head-on collisions between DNA and RNA polymerase. Source data for these graphs are described in 
Supplementary information S1 (table). A. tumefaciens, Agrobacterium tumefaciens; B. subtilis, Bacillus 
subtilis; E. coli, Escherichia coli; M. florum, Mesoplasma florum; S. epidermidis, Staphylococcus epidermidis; 
V. cholerae, Vibrio cholerae; V. fischeri, Vibrio fischeri.
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strongest known correlate of elevated rates 
of deleterious amino-acid substitution95–97. 
Finally, the evidence invoked to support the 
idea of adaptive localization is based on a 
definition of convergent mutational change 
that includes the production of different 
amino acids4, which is not a reflection of 
convergent positive selection, but an indicator 
of relaxed purifying selection98.

Any attempt to understand the biased 
distribution of genes on leading versus 
lagging strands must take into consideration 
the physical rates of movement of genes in 
both directions, along with the selective 
advantages of alternative locations. Suppose 
that genes move from the lagging strand 
to the leading strand, and vice versa, at 
translocation rates v and u, respectively. If s is 
the selective advantage of being on the leading 
strand, the long-term equilibrium probability 
of gene residence on the leading strand is:

PL = (v/u)e2Nes

1 + (v/u)e2Nes

for a haploid species40, where e is the base of 
natural logarithms. The composite term in 
the numerator is simply the ratio of the rates 
of fixation to leading versus lagging strand, 
owing to the joint forces of mutation, drift 
and selection.

Application of this formula shows that 
even with universal selection for occupancy 
on the leading strand (that is, a positive s), a 
moderate fraction of genes is still expected 
to reside in non-optimal locations; that is, 
the residence of genes on alternative strands 
cannot simply be assumed to reflect a strategy 
for optimizing mutation rates. With unbiased 
physical movement (v/u = 1), only weak 
selection relative to the power of random 
genetic drift (2Nes = 0.3) is required to 
generate a typical microbial strand occupancy 
of PL ≈ 0.57. If the power of selection for 
leading-strand occupancy is equal to the 
power of drift for all genes (2Nes = 1), 
approximately 73% of genes would be 
expected on the leading strand at equilibrium, 
which is the level observed in B. subtilis.

These results suggest that the mutational 
effects of altered strand orientation are 
unlikely to be sufficient for selectively 
driven gene relocations. Consistent with 
this view, although mutation rates may be 
slightly elevated when the orientations of 
genes change, strand relocation generates no 
obvious change in the strength or the pattern 
of selection in proteobacterial genes73. 
Moreover, most genes that switch strands 
actually transpose to the opposite side of 
the bacterial replicon, retaining the original 
strand orientation, and these experience 

mutator genotypes may nonetheless be 
prominent platforms for the origin of 
beneficial alleles at the population level.

Finally, it is worth noting that a potential 
limitation of nearly all current estimates 
of mutation rates and spectra is the 
performance of such studies in optimal 
laboratory conditions. We can anticipate 
the determination of the environmental 
dependence of mutation rates in the near 
future, as sequencing costs drop to the point 
that mutation analyses can be focused on 
large numbers of parent–offspring pairs in 
their natural habitats. However, evaluating 
the degree to which natural variation  
in the mutation rate is due to genes versus 
environment will require the application of 
quantitative-genetic designs with the power 
to reveal resemblance between relatives. 
For example, it has recently been argued 
that the mutation rate became elevated 
in the European human population after 
migration out of Africa112, but whether this 
is a consequence of an altered mutational 
environment or altered replication 
machinery remains to be determined.
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