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Abstract

This article presents a new off-line method for the detection, analysis and estimation of an unknown carto-
graphic projection and its parameters from a map. Several invariants are used to construct the objective function φ
that describes the relationship between the 0D, 1D, and 2D entities on the analyzed and reference maps. It is min-
imized using the Nelder-Mead downhill simplex algorithm. A simplified and computationally cheaper version of the
objective function φ involving only 0D elements is also presented. The following parameters are estimated: a map
projection type, a map projection aspect given by the meta pole K coordinates [ϕk, λk], a true parallel latitude ϕ0,
central meridian longitude λ0, a map scale, and a map rotation. Before the analysis, incorrectly drawn elements
on the map can be detected and removed using the IRLS. Also introduced is a new method for computing the L2

distance between the turning functions Θ1,Θ2 of the corresponding faces using dynamic programming. Our ap-
proach may be used to improve early map georeferencing; it can also be utilized in studies of national cartographic
heritage or land use applications. The results are presented both for real cartographic data, representing early
maps from the David Rumsay Map Collection, and for the synthetic tests.

Keywords: digital cartography, map projection, analysis, simplex method, optimization, Voronoi diagram, outliers
detection, early maps, georeferencing, cartographic heritage, meta data, Marc 21, MapAnalyst.

1 Introduction

The detection and estimation of unknown cartographic
projection parameters from a map represents a prob-
lem belonging to the category of cartometric analysis.
From both cartographic and algorithmic points of view
this issue can be considered remarkable; it combines
methods from several existing areas, particularly robust
statistics, computational geometry, and mathematical
cartography. Such an analysis is beneficial and interest-
ing for historic, old, or current maps without information
about the map’s projection; it could improve georefer-
encing. This information is also useful for further studies
of the national cartographic heritage, land use, or land
cover applications.

The appropriate cataloging of maps creates the need
for information about the map’s projection and geo-
graphic extent, which form a part of the cartographic
meta data. The bibliographic format Marc 21 con-
tains a detailed description of a map projection in fields
034 (Coded Cartographic Mathematical Data) and 255B
(Cartographic Mathematical Data) of the bibliographic
record; analogous records are also included in the IN-
SPIRE standard. As there was no exact way to deter-
mine a map projection, so far, this feature has been es-
timated visually, or the record has been left blank. Using

the proposed solution, this step can be performed semi-
automatically and with a higher degree of relevance us-
ing our method.

Some applications can be found in the area of nat-
ural gas and oil prospecting, where in less developed
countries geological maps in paper form are used.

The vast majority of early maps were not constructed
on a solid geometric or geodesic basis. Therefore, it is
impossible to consider the existence of a map projec-
tion in such cases. Let us ask if that sort of analysis
makes sense. These maps have unsuitable geometric
properties (locally and nearly randomly changing length,
area, and angular distortions not depending directly on
the geographic location), making the process of estimat-
ing the cartographic parameters more difficult and am-
biguous, and causing the results to be somewhat unre-
liable. In the author’s opinion, even in such cases it is
more suitable to try to estimate a projection, especially
if approximate georeferencing is required. This claim
applies in particular to small-scale maps (world maps,
maps of hemispheres or continents) created since the
17th century, which were analyzed in the paper.

The current approach, based on 2D transformation,
does not estimate the additional parameters of the map
projection (ϕk, λk, ϕ0) and does not remove map el-
ements highly influenced by errors negatively affecting
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the results. Neither the transverse nor the oblique as-
pects of the projection are supported, and 1D-2D ele-
ments are not involved in the analysis.

This paper brings a new method for the detection
and estimation of an unknown map’s projection in all
aspects (normal, transverse, oblique), eliminating these
drawbacks. It is based on the minimization of the objec-
tive function φ using the downhill simplex method. It is a
proper method for solving small dimensional problems.
The objective function φ, which is discussed in Sec.
5.1.1, is based on a combination of different types of
invariants. However, a simplified version of the objective
function φ, computationally cheaper, is also presented.
Meridians and parallels are detected using the RANSAC
algorithm, modified so as to provide not only the best so-
lution, but more acceptable solutions. Instead of a single
fit meridian or parallel, a set of meridians and parallels
will be detected.

Although, the proposed method brings correct re-
sults, there is a place for further improvements. The
more efficient methods, based on the NLSP approach,
available for the on-line analysis, will be presented in the
next article.

2 Related Work

Due to the difficulty of estimating unknown projection pa-
rameters, especially without deep numeric analysis, this
problem has not been studied in detail. However, the de-
velopment of computer sciences has provided new ana-
lytical methods and procedures.

There are software tools focused on georeferencing
and analysis of early maps [9], [35], [42], [10], where
several transformation models are supported (similarity,
affine, spline). So far, they do not allow automated de-
tection of a map’s projection. However, they are widely
used in various institutions, including the British Library
[26], [42], and the New York Public Library [35].

Some simple methods for identifying a projection in
an Arc Map software can be found in the Esri Knowledge
Base [11], [12]. A built-in Arc Map tool, based on user-
entered control points and a simple affine transforma-
tion, can also be used. However, these solutions have
several limitations and are not exact. The prjfinder

software[14] represents a more sophisticated tool for
Arc Map version 9, which searches for the best matching
coordinate system. Unfortunately, its capabilities cannot
be tested under version 10.1, where the software did not
work.

The detection method, based on 2D transforma-
tions, was developed by [23] and the algorithms
were implemented in MapAnalyst open-source software
(http://mapanalyst.org/). According to author knowl-
edge, this is the only solution that really works.

The proposed method is more robust; it supports the

analysis of elements of different spatial dimensions (0D,
1D, 2D), enables the determination of additional param-
eters of the map projection and supports the normal,
transverse, and oblique aspects of the projection.

The detection process consists of different proce-
dures that are frequently used in computer sciences. Let
us give a brief overview of similar problems and topics.
Given the wide range of the paper, not all relevant arti-
cles could be referenced.

RANSAC is the very frequently used robust estima-
tor introduced by [13]. It is applicable to robust regres-
sion as M-estimators [47]. In the proposed solution, for
fitting meridians and parallels, only the linear regression
is used. Algorithms for point patterns matching on the
basis of 2D transformations are widely used because of
their reliability, efficiency, invariance, and ease of com-
putation. A matching algorithm invariant to translations,
rotations, and scale changes using 2D transformation
was described by [8]. Another method with uncertainty
regions was brought by [36]; a similarity factor was used
by [51]. Variable uncertainty regions formed by the Tis-
sot indicatrix, depending both on the geographic po-
sition and the map projection properties (e.g., carto-
graphic distortions) represent a novelty, given the cur-
rent state.

An overview of shape-matching algorithms was
brought by [48]; a comparison of their performance and
efficiency characteristics was mentioned by [2]. The
turning function, a reliable and efficient shape descrip-
tor, was introduced by [1]. Its properties and suitability
for different types of element analysis were examined
in depth in a series of articles by [29]; [43]; [49]. Sta-
tistical methods represent another approach of comput-
ing the spatial similarity between two sets of points; the
cross nearest neighbor distance [39] measuring the spa-
tial proximity of two normalized data sets seems to be an
appropriate similarity descriptor. Measuring similarities
between two data sets, using their Voronoi diagrams is
not a frequently used method. However, there is a di-
rect approach assessing features of the Voronoi cells.
Simple criteria such as area, perimeter [31], number of
vertices [7] , and the distribution of cell areas [22]; [4] are
considered. Due to the lack of appropriate cells, these
criteria are difficult to apply to smaller sets.

There are different strategies for identifying gross
errors depending on the number of errors in the data
set: M-estimators [21], the Danish method [27], least
trimmed squares [45], and many others. An overview
of robust methods in heterogeneous linear models was
created by [19]. When multiple gross errors exist, an it-
erative least square method brings accurate results [52];
[18]; [25]. For highly contaminated data, RANSAC is
also an efficient robust estimator [20]. Algorithms for
Boolean operations on simple polygons have been de-
scribed in many articles, such as: [32], [30], [33].

The downhill simplex method introduced by [37] is
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frequently used for non-linear optimization. A detailed
description of simplex methods can be found in [50] [24],
[41]; a convergence is discussed in [34], [28]. An im-
proved version with adaptive parameters brought [16], a
quasi-gradient version [40].

3 Map Projection Parameters

The regular map projection P, P : S1 → S2, which rep-
resents the reference surface S1 (Earth) or its part on
another, typically, flat, surface S2 (a plane), is given by
coordinate functions f, g in the explicit form

X =f(ϕ, λ), Y = g(ϕ, λ).

This formula expresses the relationship of a point P that
is transformed between surfaces from geographic co-
ordinates ϕ, λ to rectangular coordinates x, y. Coordi-
nate functions are continuous with their first and sec-
ond partial derivatives, and are finite. The correspon-
dence of points on both systems of true and meta pole
K = [ϕk, λk] for the oblique aspect express the laws of
spherical trigonometry

sinϕ′ = sinϕk sinϕ+ cosϕk sinϕ cos(λ− λk),(3.1)

sinλ′ = cosϕ sin(λ− λk)/ cosϕ′, (3.2)

where (ϕ′, λ′) are geographic coordinates of a point re-
lated to the meta pole K. Let us denote e, f, g, h as
Gaussian coefficients equal to

e =

(
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)2

+
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∂ϕ

)2
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−
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∂λ
.

Local linear scale factors m,n in meridian and parallel
directions, for a radius of a sphere R, and a given point
P , are

m2 = e/R2, n2 = g/(R2 cos2 ϕ).

The angular distortion ω′ at a given point P is

ω′ = tan−1 (h/f) .

The ellipse of distortion (i.e., the Tissot indicatrix) T
given by parameters a, b, A expresses the relationship
of a local linear scale on the azimuth. An infinitely small
circle of the radius r at a given point is projected as an
infinitely small ellipse given by semiaxes a, b

a = 0.5 (c+ d) ,

b = 0.5 (c− d) ,
c =

√
m2 + n2 + 2mn sinω,

d =
√
m2 + n2 − 2mn sinω,

the extreme values of local linear scale αmeasured from
meridian passing P from

α = 0.5 tan−1(2mn · sinω/(m2 − n2)).

The convergence γm of a projected meridian or parallel
γp at a given point P

γm = tan−1(
∂g

∂ϕ
/
∂f

∂ϕ
), γp = tan−1(

∂g

∂λ
/
∂f

∂λ
) (3.3)

is used to determine the polar angle A of the semi-major
axis of the Tissot indicatrix and the y axis (i.e., azimuth),
where α′ represents the projected extreme value of local
linear scale

A = α′+γm, α′ = tan−1(b/a · tanα).

Parameters a, b, A of the Tissot indicatrix play an impor-
tant role in the proposed matching algorithm for point
features. They enable the construction of uncertainty
regions of variable dimensions. We find the percentage
ratio µ of point features of the testing set lying within the
uncertainty regions drawn on the corresponding point
features of the reference set; see Sec. 6.

3.1 Intervals of determined cartographic
parameters

To avoid a geometric construct which does not respect
the real cartographic parameters for the analyzed area,
cartographic principles and rules must be taken into ac-
count. Depending on the shape, size, and position of
the projected analyzed area, the values of some carto-
graphic parameters will be refined.

Setting new intervals of ϕk, λk for an oblique aspect.
Let us apply known cartographic assumptions and pat-
terns: both prime meridian and true parallel are pass-
ing approximately through the center of an analyzed ter-
ritory (conic, cylindrical projections) and a meta pole
should be placed inside an analyzed territory (azimuthal
projections). Other projections will be applied only in the
normal aspect. It is also known that cartographic projec-
tions used in small-scale maps are commonly defined
only in the normal aspect.

For a map projection analyzed in an oblique as-
pect, both domains apriori given by ϕk ∈

〈

−π
2
, π
2

〉

and
λk ∈ 〈−π, π〉 will be reduced, especially, in the longitu-
dinal direction. New intervals that depend both on the
analyzed territory and a map projection can be found in
Tab. 1. Extremal values of ϕ, λ are vertices of the min-
imum bounding rectangle of Q. This approach brings
time improvement, primarily for smaller territories.
Such computed intervals are generally too wide, espe-
cially for large territories. Let us make the assumption
that a cartographer proposed a map projection, so that
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Table 1: Intervals ϕk, λk depending on an analyzed territory position and a map projection.
Projection Conic, cylindrical Azimuthal

Analyzed area ϕk λk ϕk λk

ϕmax ≤ 0
〈

−π
2
, 0
〉 〈

λmin − π
2
, λmax + π

2

〉 〈

−π
2
, 0
〉

〈λmin, λmax〉

ϕmin ≥ 0
〈

0, π
2

〉 〈

λmin − π
2
, λmax + π

2

〉 〈

0, π
2

〉

〈λmin, λmax〉

ϕmin ≤ 0 ∩ ϕmax ≥ 0
〈

0, π
2

〉 〈

λmin − π
2
, λmax + π

2

〉 〈

−π
2
, π
2

〉

〈λmin, λmax〉

the cartographic distortions on the borders of the ana-
lyzed area will be the smallest (or small). Therefore, the
optimal meta pole position leads to the minimization of
the relative linear distortion measured along all direc-
tions and all points. There are many linear distortion
criteria given by various formulas (Airy, Airy-Kavrayskiy
and Jordan) [46]. We use the complex criterion εc [5] of

εc = 0.5(|a− 1|+ |b− 1|) + a

b
− 1.

For a simple projection with straight meridians (cylindri-
cal, conic azimuthal), where h = a and k = b, this for-
mula turns into the simpler form of

εc = 0.5(|h− 1|+ |k − 1|) + h

k
− 1.

The criteria of variations within the analyzed area that
should be minimized is for the oblique projection aspect
given by

E =
1

(ϕ′
max − ϕ′

min)(λ
′
max − λ′min)

ˆ ϕ′

max

ϕ′

min

ˆ λ′

max

λ′

min

εcdϕ
′dλ′.

An exact determination of E is very difficult. Therefore,
the analyzed area is divided into k small pieces with mid-
points Pi = [ϕi, λi]. Then E can be determined as the
weighted mean of k pieces

E =

∑k
i=1 wiεi∑k
i=1 wi

,

where wi = cosϕi. We simplify this relationship and
compute E values only in two extreme points, Pmin =
[ϕ′

min, λ
′
min] and Pmax = [ϕ′

max, λ
′
max] of the analyzed

area, so

E =
cosϕ′

minεc(Pmin) + cosϕ′
maxεc(Pmax)

cosϕ′
min + cos′ ϕmax

. (3.4)

For each analyzed P, P ′ pair, E is computed and com-
pared with the required graphical accuracy G of the
map. If E > 3G, the proposed projection is inappro-
priate for the analyzed area, and the objective function
is penalized.

Considering the maximum length distortion m =
0.001% for the large-scale map (1 cm per km for S =
1000), m = 1% for the mid-scale map (S = 1, 000, 000),
and analogously m = 100% for the small-scale map

(S = 100, 000, 000), the required graphical accuracy is
simply expressed as follows

G=1.0 · 10−6M.

This test can be applied during the heuristic check
of determined parameters. Of course, we must assume
that the cartographer did not use any improper map pro-
jection parameters.

4 Input Parameters of Detection

Taking into account the financial and time constraints,
there is no practical need to analyze the entire early
map at once. The full vectorization represents a time-
consuming process, especially if the map contains rich
and extensive details. This may be thousands of fea-
tures; however, for the analysis, the subset is sufficient.
According to the results of tests, 10-20 features are rec-
ommended, see Sec. 7.

An essential step of the detection process is repre-
sented by finding such geometric characteristics of el-
ements both in the analyzed, and reference maps, to
decide which projection has been used. To increase the
detection reliability, 1D-2D features or sampled merid-
ians and parallels detected by the RANSAC algorithm
(see Sec. 5.4), are involved.

Numerous requirements increasing the analysis ef-
ficiency should be put on testing sets. The results of
analyses are strongly influenced by the following factors:

Impact of spatial distribution. The uniform distribu-
tion of analyzed features on a map plays an important
role. The proposed techniques are suitable for sets
with approximately the same spatial density of features.
However, in many cases where it is impossible to en-
sure this requirement, the drawing density on the map
may be highly variable. This applies especially to early
maps. On portolan charts the coastline and ports are
drawn, but the interior of the continents is missing. Irreg-
ularly spaced clusters of points or wide territories with-
out analyzed points affect the results negatively, see the
results in Sec. 8.3.

Impact of the analyzed territory. The size and posi-
tion of the analyzed territory strongly affect the efficiency
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Fig. 4.1: The set of 0D features (identical points) on the analyzed and reference maps acquired in MapAnalyst
software.

of the detection algorithm. The analyzed territory should
have similar dimensions in the latitudinal and longitu-
dinal directions, and should be large enough (at least
∆ϕ = ∆λ = 3◦) to ensure that the positional differences
of both sets of features in the map’s projection are not
less than the graphical accuracy of the map. The lo-
cus of an analyzed region near the equator (a similar
shape in most cartographic projections) or near the ge-
ographic/meta pole (singular points) is also not recom-
mended.

Impact of the map scale. There is a strong depen-
dance on the previous point; the projected territory size
is a function of the map scale. Small-scale maps show
a large territory in low detail and vice versa, but they are
affected by the generalization of the content. However,
small-scale map parameters are better to determine.

Impact of map projection. Map projection properties
represent a very important factor. Both oblique and
transverse aspects are more difficult to detect. The ob-
jective function φ has a complicated course, with many
local minima (see Fig. 5.3). Therefore, the iteration
process can become stuck in a local minimum. Some
shapes of the graticule are easily recognizable (cylindri-
cal, azimuthal projections in the normal); others have
a similar shape (pseudo-azimuthal, pseudo-cylindrical,
globular). Because of the various types of projection
constant parameters, the exact values of the parame-
ters are difficult to determine, especially for conic pro-
jections (The North Pole projected as a point or a part
of the circle).

Impact of the map content. Map sheet distortions
caused by a paper aging, or organization by map fields,
must also be taken into account [17], [44], [3]. Some
cartographic techniques have a strong influence on the
geometric accuracy of a map; for example, a general-
ization. These effects should be corrected before anal-
ysis. However, some can be removed completely (a pa-
per distortion), partially (outliers), or remains (a general-
ization effect). Due to the smaller generalization, topo-
graphic maps represent a better source for the analysis.

Impact of types of features. The selection of ap-
propriate point features for analysis is relatively compli-
cated. We assume that their position does not change
significantly over time (they are stable in their geograph-
ical locations), and they are easy to identify on a map
(cities, castles, river confluences, churches). In most
situations, this set of elements is sufficient for further
analysis. If both the analyzed map and the reference
maps contain a graticule, an additional analysis of sam-
pled meridian/parallel points is a promising method, im-
proving the results. An implementation of line features
(rivers, roads) into the assessment process reduces the
discretion and enables additional analysis, which further
improves the results. Polygonal features allow the anal-
ysis of continuous and extensive parts of maps in a sin-
gle step; they represent one of the best materials for the
assessment process. Features appropriate for analysis
are selected by a cartographer manually, in accordance
with all recommendations; see Fig. 4.1.

5



Fig. 5.1: Comparing the Voronoi diagram of the Plate Carree (a) projection to the Voronoi diagrams of Eckert V (b)
projection (more similar, if the geometric accuracy approach used) and the Mercator (c) projection (more similar, if
the shape preservation approach is used).

5 The Concept of Detections

This section describes, in general, selected features,
procedures, and techniques used for the detection of
an unknown map’s projection and the estimation of its
parameters.

Test and reference features. We consider a set of
test features P = {P1, ..., Pn} ⊂ R

2, (1 ≤ n ≤ ∞), where
Pi represents a point, a line segment, or a closed area
on the analyzed map, and analogously, a set of refer-
ence features Q = {Q1, ..., Qn} ⊂ R

2, (1 ≤ n ≤ ∞)
on the sphere. We assume that the elements in P
and Q do not intersect each other and that the element
Pi = [xi, yi] represents corresponds to Qi = [ϕi, λi].

Vector of determined parameters. Let us denote
Xj = (ϕk, λk, ϕ0, λ0) the vector of unknown parame-
ters representing projection P constant parameters, and
X̂ = (ϕ̂k, λ̂k, ϕ̂0, λ̂0) their best determined values.

Fundamentals of analysis. During the analysis, we
search for a suitable map projection P and its parame-
ters X̂

P(Q) : Q → P. (5.1)

Since the input data are affected by errors, we have an
optimization problem

P(Q) : Q→ P ′, P 6= P ′, φ(P ′, P ) 6= ∅,

where the objective function φ will be minimized. The
aim is to determine X̂, which minimizes φ over P

X̂ = argmin
P

(φ(P,Q)). (5.2)

This step can be solved separately for every P ∈ LP pro-
jection, where LP denotes a list of analyzed projections.
Finally, a vector X

X = argmin
∀P

(φ(X̂)),

representing the best parameters over all projections, is
determined.

We do not perform this analysis in a single step, so
the problem is decomposed in two phases solved sepa-
rately. For any Xj ∈ X representing the simplex vertex,
the objective function φ(Xj) between P,Q, is computed
in the following sub-steps:

• project P(Q) : Q→ P ′ using Xj ,

• compute the objective function φ value between
P, P ′.

Further details can be found in Sec. 5.1.1.
Eq. 5.2 represents a classical optimization problem

that can be solved in many ways. To minimize φ, the
downhill simplex method based on the global optimizing
Nelder-Mead algorithm was used. This detection tech-
nique does not need the knowledge of ∇φ; it is easy to
compute, but off-line (the analysis takes time). However,
the next article brings more advanced methods for the
on-line detection.

The objective function φ and its construction are dis-
cussed in Sec. 5.1.1, it consists of multiple 0D-2D crite-
ria.

For small territories, the elements of P ′ can be found
directly from the map; the impact of distortions is less
than the graphic accuracy of the map. The best choice
is to have the spherical coordinates ϕ, λ. It is recom-
mended to derive both P and Q from maps having an
approximately analogous scale, type and content.

Scheme of analysis. We have P,Q sets, LP list and
a vector Xj , representing the input parameters of anal-
yses. A detection of meridians and parallels using the
modified RANSAC algorithm is performed over refer-
ence set Q. For this purpose, we need to project Q in
a convenient map projection P, transforming meridians
and parallels into a set of straight lines.

Then starts the optimization process, which is re-
peated for all P ∈ LP map projections. To make the
optimizing process more efficient, the two following
steps must be taken. An heuristic H realizing a fast
(and approximate) matching between selected parts of
P, P ′ for Xj is computed. A wrong matching pair with
H(P, P ′) > Hmax is considered as unpromising, and
penalized φ(Xj) =∞.
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Subsequently, for a P, P ′ pair, a detection of gross
errors representing improperly drawn map elements that
negatively affect the results is performed. The robust
IRLS method, based on the standard Markov model, is
used. Based on the analysis of about one hundred early
maps, an empirical limit of 20% of incorrectly drawn ele-
ments was determined. If P, P ′ contain more than 25%
gross errors, a map is suspected of being unprojected
or unsimilar, and Xj is penalized in the same manner.

Otherwise P, P ′, form a suitable pair, whose objec-
tive function value is determined from φ. The selected
matching algorithms for the 0D-2D entities are members
of the objective function φ. An essential role is played
by point features algorithms; analyses of other features
(not always available) are more complementary and im-
prove the results.

For all P ∈ LP the vector X̂ of best parameters is de-
termined. Finally a vector X with the minimum objective
function value is found, and its parameters are assigned
to the analyzed map.

Geometric accuracy approach vs. shape preser-
vation approach. Map projections are divided into
several categories and subcategories according to their
common geometric and cartographic properties [46],
[6], which are reflected in the shape of meridians and
parallels. Therefore, a pair of maps in projections be-
longing to the same category has the analogous shape
of the graticule, but the residuals of corresponding
points in these projections may not be small. A clas-
sification of the analyzed map’s projection into a specific
category with the detailed determination of parameters
should be one of the preferred outcomes. On the other
hand, two maps may be created in projections belonging
to different categories. They may have small residuals
of corresponding points, but their graticules have a dif-
ferent shape; see Fig. 5.1. The geometric accuracy ap-
proach classifies the Eckert projection to be more sim-
ilar to the plate carree projection. On the contrary, the
shape preservation approach finds the Mercator projec-
tion to be more similar to the Plate Carree projection.

Which criterion is more important: a similar shape
of the graticules, or small residuals of corresponding
points? In the author’s opinion, both criteria should be
taken into account. The standard deviation is a current
descriptor for the first case; the suitable parametrization
of the shape, or the analysis of auxiliary 2D planar struc-
tures (Voronoi diagrams), are appropriate for the second
case. This fact is important in the design of the objective
function φ, which contains both approaches.

Results of the analyses. Depending on the results
of the analyses, in descending order of relevance and
level of distinction, the projection parameters (case 1),
projection type (case 2), or projection category (case 3)
might be determined, or the map is unprojected (case

4). Case 1: estimated parameters for all the analyses
are identical. Case 2: results show a large consensus
in most of the criteria. Case 3: More projections have
similar, inconclusive and unclear results. Case 4: The
results are discrepant, large residuals are present, and
µ = 0 (see Eq. 5.5). However, this situation may occur
when none of the parameters can be reliably determined
(an unprojected map without a geodesic basis).

5.1 Nelder-Mead simplex method

The Nelder-Mead method minimizes the objective func-
tion φ without explicit knowledge of its gradient ∇φ. It
belongs to the global optimizing simplex methods using
pure heuristics. A simplex is represented by the m + 1
dimensional polytope. It is a proper method for solving
small dimensional optimizing problems [16]. In general,
the minimized function φ is not strictly convex. There-
fore, the algorithm may fail or become stuck in the local
minimum.

Algorithm description. A detailed description of the
algorithm can be found in [3], [7]. The Nelder-Mead
method uses an heuristic approach. During the opti-
mization, the worst point of the simplex is replaced. The
algorithm can be summarized as follows:

1. Select a random simplex X(m + 1,m) and order
its vertices as φ(X1) < φ(X2) < ... < φ(Xm+1)

2. Compute the simplex centroid X̄ from m best
points

X̄ =
1

m

m∑

j=1

Xj .

3. Compute the reflection point Xr

Xr = (1 + α)X̄ − αXm+1.

Test Eq. 5.3 for Xr, perform the flip into the search
space S, if necessary. The reflected point Xr is
accepted: Xm+1 = Xr, φ(Xm+1) = φ(Xr), if
φ(X1) < φ(Xr) < φ(Xm).

4. If φ(Xr) < φ(X1), compute the expansion point
Xe

Xe = (1 + αβ)X̄ − αβXm+1.

Test Eq. 5.3 for Xe, perform the flip into the
search space S, if necessary. The expansion
point Xe is accepted: Xm+1 = Xe, φ(Xm+1) =
φ(Xe), if φ(Xe) < φ(Xr), otherwise: Xm+1 = Xr,
φ(Xm+1) = φ(Xr).

5. If φ(Xr) < φ(Xm), compute the outer contraction
point Xco

Xco = (1 + αγ)X̄− αγXm+1.

Test Eq. 5.3 for Xco, perform the flip into the
search space S, if necessary. The contraction

7



Fig. 5.2: Map 8: Stereographic projection in the oblique aspect, parameters estimated using the Nelder-Mead
algorithm; 1st, 5th, 10th, 15th iterations are shown.
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point Xco is accepted: Xm+1 = Xco, φ(Xm+1) =
φ(Xco), if φ(Xm) < φ(Xr) < φ(Xm+1), otherwise
a shrink is performed (go to step 7).

6. Otherwise, compute the inner contraction point
Xci

Xci = (1 + γ)X̄+ γXm+1.

Test Eq. 5.3 for Xci, perform the flip into the
search space S, if necessary. The contraction
point Xci is accepted: Xm+1 = Xci, φ(Xm+1) =
φ(Xci), if φ(Xr) > φ(Xm+1), otherwise a shrink is
performed (Go to step 7).

7. Perform a shrink of the simplex; only the best point
does not change

Xj = X1 + α(Xj −X1),

where j = 2, ...,m+1. Test Eq. 5.3 for Xj , perform
the flip into the search space S, if necessary.

8. Order X vertices so as φ(X1) < φ(X2) < ... <
φ(Xn+1).

9. The terminal condition: if

|φ(X1)− φ(Xm+1)| < ε,

stop the iteration process; otherwise, go to step 2.

The following values of the reflection, expansion, con-
traction, and shrink coefficients have been set:

α = 1, β = 2, γ = 0.5, δ = 0.5.

Based on the deep numerical tests, for our problem
ε = 1.0−6 was set. The implementation is easy, but
a convergence is slower compared to NLSP methods.
Therefore, the Nelder-Mead method can not be used for
on-line analysis.

Vertex reflection. For all determined constant param-
eters of the projection, the maximum and minimum val-
ues form an edge of search space S. If any simplex
vertex Xj ∈ X falls outside the search space S, i.e.,
Xj /∈ S, its simple flip must be done

Xj =

{
2Xmin

j −Xj , Xj < Xmin
j ,

2Xmax
j −Xj Xj > Xmax

j .
(5.3)

The extreme values of parameters ϕk, λk, ϕ0, λ0 can be
found in Tab. 1, the R′ values in Sec. 5.1.1.

5.1.1 Objective function φ

The objective function φ is to be proposed to involve the
0D-2D elements of the analyzed map. Taking into ac-
count Eq. 5.2, its global minimum is found, and the de-
termined parameters X̂ are assigned to the analyzed
map.

The geometric mean is less sensitive to (possible)
discrepant values of criteria than the arithmetic mean. In
accordance with Sec. 6, the objective function φ, which
combines several invariants (e.g., distance functions), is
written as follows

φ =

[

(1 + |α|) σ0

1 + µ[%]
· Cnnd · d2(P, P

′) · d2(F (P ), F (P ′))

]1/4

.

The geometric accuracy approach is represented by the
apriori variance σ0, the cross nearest distance Cnnd,
and the similarity ratio µ. The turning function distance
d2(F (P ), F (P

′)) of auxiliary planar structures generated
from 0D features, as well as the distance d2(P, P

′) of
1D-2D features, belong to the shape preserving ap-
proach. All invariants are widely discussed in Sec. 6

Determining φ is computationally expensive; there-
fore, it can be replaced by the heuristic H , which is
cheaper. The idea is very simple: If one criterion gives
bad results, the remaining criteria probably will not pro-
vide appropriate results.

Simplex initialization. The simplex vertices X(m +
1,m), m = 5,

X =




R′
1 ϕk,1 λk,1 ϕ0,1 λ0,1
... ... ... ... ...
R′

6 ϕk,6 λk,6 ϕ0,6 λ0,6




are randomly initialized, ϕk, λk intervals can be found in
Tab. 1. Analogously ϕ0 ∈ 〈0, ϕmax〉 and for the normal
aspect λ0 ∈ 〈min(0, λmin), λmax〉, otherwise λ0 = 0. A
different scale of both analyzed sets must be taken into
account. The simplex contains R′, representing the re-
duced radius of the Earth as a determined parameter.
The initial value R′

0 is computed from the scale factor

s =
√
λ21 + λ22

of a 2D Helmert transformation T (P, P ′)

R′
0 = R/s,

where λ1, λ2 are transformation coefficients and R′ ∈
〈0.1R′

0, 10R
′
0〉. It is apparent that R′ represents the ra-

dius of the sphere reduced to the scale of the analyzed
map.
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Fig. 5.3: A convergence of the simplex X to the global minimum ϕk = 1.0◦S, λk = 73.1◦E (Map 8), selected steps
from the first 30 iterations are visualized.

Simplified objective function φ. Instead of the “full”
objective function φ, the simplified version involving only
0D elements can be used. Both sets P, P ′ are aligned
in the centers of mass C = [Xc, Yc], c = [xc, xc]

xc =
1

n

n∑

i=1

xi yc,=
1

n

n∑

i=1

yi,

Xc =
1

n

n∑

i=1

Xi, Yc =
1

n

n∑

i=1

Yi.

The vector of residuals r is written as follows

r =




(X1 −Xc)− (x1 − xc)
...

(Xm −Xc)− (xm − xc)
(Y1 − Yc)− (y1 − yc)

...
(Ym − Yc)− (ym − yc)



,

and the objective function φ

φ = rTWr, (5.4)

where W represents the weight matrix of elements. This
method minimizes ‖P(Q)− P‖22 and gives results anal-
ogous to 2D homothetic transformation (no rotation is
allowed); it is computationally cheap. In general, the re-
sults of both methods are in accordance.

Computation of the objective function. A practical
computation of objective function φ(Xj), Xj(1,m), for
actual P , Q, P in one Nelder-Mead iteration consists of
several sub-steps. Let Xj represent the j-th vertex of
the simplex with stored cartographic parameters:

1. Conversion to the transverse/oblique aspect

Convert all elements Qi = [ϕ, λi] → [ϕ′
i, λ

′
i] us-

ing Eq. 3.1, where ϕk, λk are stored in the ac-
tual simplex Xj , if transverse or oblique aspects
are needed. For the normal aspect of P, reduce
λ = λ− λ0 and do not perform a conversion.

2. Applying projection equation

Project all Q elements to P ′ using Eq. 5.1 of P.

3. Heuristic check

Compute heuristic H(Xj) between P, P ′; see Sec.
5.2. For a successful case go to step 4, otherwise
set φ(Xj) =∞ and skip steps 4-5;

4. Outlier detection

As an optional step, outliers between P, P ′ using
IRLS are analyzed; see Sec. 5.3. Create a weight
matrix W storing the weights of all analyzed P, P ′

elements; otherwise, W = I.

5. Objective function value computation
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Fig. 5.4: Points with drawn uncertainty regions represented by circles r = ε (a) and Tissot indicatrices (b) in the
sinusoidal projection, Voronoi diagrams of both data sets P, P ′ (c).

Compute the objective function φ for P, P ′; full or
simplified version is used, the weights of elements
W are involved.

A sequence of iterations for Map 8 created in a stereo-
graphic projection is shown in Fig. 5.2. The course of
objective function φ is interesting; the global minimum
close to the transverse aspect, and many local maxima
caused by points with ϕ′ .= −π/2 projected to infinity

lim
ϕ′→−π/2

(ρ) =∞,

have been found. It is apparently that the problem is not
convex.

Time complexity. The most time-consuming steps
are connected with the d2(F (Pi), F (P

′
i ) invariant based

on the Voronoi diagram analysis. The Voronoi di-
agram construction takes O(N log2(N)) time. It is
known, that the average number of Voronoi vertices
per Voronoi cell does not exceed six. The merging al-
gorithm uses O(kN log2(N)) time, where k = 6 rep-
resents the amount of shared vertices. Creating cor-
responding merged faces F (P ), F (P ′) from Voronoi
cells takes O(N2 log22(N)), and their analysis O(2N2)
time. Therefore, this step has the overall complexity of
O(N4 log22(N)).

Because N < 100, this step can be considered as
acceptable (but probably off-line).

5.2 The heuristic strategy

Before the φ(Xj) computation, Xj is verified to see
whether it will be a good candidate for deeper analysis.
To reduce the computational time, instead of φ(Xj), an
heuristic H(Xj) is to be calculated. Omitting this step
may significantly increase the processing time (by a fac-
tor of approximately 10).

If H(Xj) > Hmax, the objective function φ(Xj) is pe-
nalized

φ(Xj) =∞.
Keep in mind that an inappropriate heuristic parame-
ter Hmax setting may also exclude part of perspective
Xj , (too strict) or the heuristic becomes inefficient (too
weak).

The presented heuristic is based on two types of pre-
liminary analyses: an analysis of point features using
similarity transformation (standard deviation σ), and an
analysis of line features using the turning function (turn-
ing function d2(P, P

′) distance). The second invariant
has been used repeatedly and successfully for finding
corresponding elements in the maps [1], [15].

Coordinate limits. The simplest form of heuristic
brings the maximum coordinate limit MAX COORD. This
procedure is used primarily for conformal projections,
and excludes projections of the inappropriate meta pole
position ϕk, λk, where P ′ coordinates go to infinity. This
step takes O(n) time.

Heuristic based on the similarity transformation.
Let us suppose a similarity between P and P ′ given by
the key ts(m,α, sx, sy) with one scalem, two shifts sx, sy
and rotation α. Large values of α can cause an accep-
tance of the undesirable set of features (see Fig. 5.6).
Instead of the projection in the normal aspect, the trans-
verse or oblique aspects may be detected. Thus, the
real similarity is not the best indicator, if rotation is al-
lowed. Instead, the homothetic transformation can be
used.

The similarity ratio µ, µ ∈ 〈0, 1〉 is defined as the frac-
tion of norms from both sets P and S

µ =
‖S‖
‖P‖ , (5.5)

where S ⊂ P represents a subset S = {S1, ..., Sm},m ≦

n, of transformed features P given by

S = |T (P )− P ′| < ε. (5.6)

The Eq. 5.5 formally expresses the relationship between
the amount of transformed points TS(P ) located within
a distance ε from P ′ points and the amount of projected
points P .

Let us briefly comment on ε representing the radius
of the uncertainty region, which is discussed in Sec.
6.1. Considering dimension d (a longer edge of the P ′

min-max box), n as the amount of analyzed points and
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β, β ∈ (0, 1) as the sensitivity factor, the radius ε is com-
puted as follows

ε = β
d√
n
, d = max(xmax − xmin, ymax − ymin),

It is noticeable that ε represents an approximate root of
point density

d/
√
n
.
=

√
AH/n

in relation to the area AH of the convex hull H(P ′) (or
min-max box) multiplied by sensitivity factor β. This ge-
ometrically represents the radius of a circle centered at
P ′
i . In our case, β = 0.2 was chosen empirically to pre-

vent the elimination of an unnecessary large amount of
samples. In the different strategy, the dependance on
the map scale, can be used

ε = β ·G · 1000 [km],

where β = 10− 30.
Let us set Hµ(Xj) = µ. If Hµ(Xj) < 0.75, the φ(Xj)

is penalized. This heuristic strategy is set as primary
and takes O(n) time. Another approach, based on the
expected distance to the nearest neighbor using the ra-
dius rc circle circumscribed to P ′

ε = β · rc/(2
√
n),

was used by [51],

Heuristic based on the turning function. This com-
plementary heuristic strategy is focused on 1D features
that may be present on the map. If there are no input line
features, the heuristic attempts to use detected meridi-
ans and parallels. The turning function Θ seems to be
an appropriate fast shape descriptor [1]. First, both data
sets P and P ′ are rescaled.

Let us denote the turning functions of corresponding
line features Pi, P

′
i as Θ(Pi) and Θ(P ′

i ) and their L2 dis-
tance d2(Pi, P

′
i ) = ‖Θ(Pi)−Θ(P ′

i )‖. The average dis-
similarity d2(P, P ′) between P and P ′, which contain n
features, is given by

d2(P, P
′) =

1

n

n∑

i=1

d2(Pi, P
′
i ) (5.7)

Consider an heuristic criterion Hd = d2(P, P
′) and the

amount of points in the analyzed line feature m. If

Hd > βmd2(P, P
′)max,

the φ(Xj) is penalized. Currently, we set d2(P, P ′)max =
1. The algorithm for the d2(Pi, P

′
i ) computation is de-

scribed in Sec. 7. This step takes O(n2) time.

Heuristic based on the Voronoi diagram. If the
Voronoi diagram V(P ) is constructed under P and does
not contain at least three bounded Voronoi cells, due
to a lack of suitable cells, the Voronoi analyses are
disabled. Cells of inappropriate shapes have been re-
moved from further analysis.

The values of heuristic parameters β, µmin, d2(P, P
′)max

must be set so that both heuristics have a similar effi-
cacy. If all Xj are marked as inappropriate, the ana-
lyzed map may be classified as unprojected.

5.3 Removing gross errors

Due to the fact that many old maps are not constructed
on a solid geometric or geodetic basis, some of the
drawn map elements are highly influenced by errors.
This issue has been mentioned in several publications:
[17], [44], [3].

Flaws are likely distributed according to the normal
law and have both a random and a systematic charac-
ter. Some map elements can be affected by gross er-
rors; therefore, it is important to locate, find, and exclude
these large mistakes automatically from further analysis.
The impact of gross errors on the reconstructed gratic-
ule is illustrated in Fig. 5.7. An important role is also
played by the generalization, but its influence is usually
below the level of gross errors.

However, other factors, such as paper distortion or
the aging effect, may also contribute to the geometric
inaccuracy. Primarily, they do not represent serious mis-
takes and have a systematic character. In most cases,
their effect is significantly less and cannot be detected
by this technique.

We assume a similarity between P , P ′. Therefore,
the problem can be solved by repeated 2D transforma-
tion of P → P ′ with outlier detection. There are differ-
ent strategies to identify gross errors depending on the
amount of errors in the data set. When multiple gross
errors exist (up to 20%), the IRLS method based on the
standard Markov model, resistant to the influence of the
outliers, is appropriate [52].

Mathematical model. Let us denote v to be a vector
of residuals, A a matrix of the model, x a vector of es-
timated model parameters, and l a vector of measure-
ments. We solve the linear model

v = Ax− l,

where the weighted least squares condition
∑

Wvv =
min is applied. Then

x = (ATQ−1
l A)−1ATQ−1

l l.

The weight matrix W = Q−1
l is defined as the inverse of

the measurement co-factor matrix Ql (Ql = E for non-
weighted transformation); the cofactor matrix Qv of the
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Fig. 5.5: Map 6: a graticule of the equidistant conic projection, reconstruction from the estimated parameters.

estimated residuals is

Qv = Ql −A(ATQ−1
l A)−1AT ,

The standard deviation σv of the estimated residuals

σvi = σ0
√
Qv(i, i)

is computed from the diagonal items of Qv and apriori
variance factor σ0.

The Danish method [27] iteratively decreases
weights of measurements suspected to be outliers.
Weights of “proper” measurements are not changed.
For every measurement in iteration step k, we consider
a normalized residual vi = vi/σvi , and compare it to the
specific threshold

f
(k)
i =

{
f
(k−1)
i · e−0.5|vi| if |vi| ≥ 2.0,

f
(k−1)
i else

(5.8)

and compute a new weight factor f (k)i from f
(k−1)
i . The

new co-factor matrix Q(k)
l is

Qk
l (i, i) =

{
E k = 1,

1/f
(k)
i k > 1.

The iteration steps are repeated until the given condition
∣∣∣σ(k)

0 − σ(k−1)
0

∣∣∣ < ε

is true.
The elimination of outliers decreases the values of

the objective function φ by 1-2 orders of magnitude.

5.4 Detection of Meridians and Parallels
Using RANSAC

Another possible data source, reliable for analysis and
easily available in most maps, are meridians and par-
allels. These map elements keep the typical properties
of the graticule more efficient than point features. They
help prevent shape discretization and improve the reli-
ability of the analyses. The proposed algorithm detects
all types of meridians and parallels forming more than 4
points, which may occur in both data sets P,Q.

Because of the complex shape, meridians and par-
allels cannot be detected directly from P,Q. At first, Q
must be projected to P ′ in a convenient projection where
the meridians and parallels are formed by the straight
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Fig. 5.6: Similar shapes of territories along the central meridian in an equidistant cylindrical projection, transverse
aspect (a), and Bonne projection, normal aspect (b), and territories along the intersection of the prime meridian
and equator in an equidistant cylindrical projection, transverse aspect (c), Bonne projection, normal aspect (d) and
Lambert conformal projection, transverse aspect (e).

lines. Projected meridians and parallels are easily de-
tectable by RANSAC, where the model function is rep-
resented by the linear fit function. For this purpose,
the Plate Carree projection given by equations x = Rλ,
y = Rϕ is used.

Projected meridian and parallel. Let us denote the
projected sampled meridian as a set of points M =
{Mj}mj=1 ⊂ R

2 and analogously, a projected sampled
parallel P = {Pj}mj=1 ⊂ R

2, where the angle between
any triplet of points is π. Taking into account Eq. 3.3,
the partial derivatives are

∂f

∂ϕ
= 0,

∂f

∂λ
= R,

∂̺

∂ϕ
= R,

∂̺

∂λ
= 0

and γm = 0, γp = π
2 .

Basic formulas. The detection method based on the
RANSAC algorithm will be modified to provide, not only
the best solution, but more acceptable solutions, de-
tecting lines fulfilling the condition of γ = 0 ± k π

2 (i.e.,
projected meridians and parallels). Instead of the one
best fit projected meridian or parallel, a set of projected
meridians and parallels will be detected. Their vertices
will be used in further analysis.

We consider D = P ′, |D| = n to be an input data
set, S, S ⊂ D, |S| = m a sample (containing detected
meridian or parallel points), p⋆ input parameters com-
puted with a model function F (linear fit function)

F (S) : S → p∗,

p∗∗ output parameters minimizing the cost C of the func-
tion ρ

C = ρ(p∗, D).

The number of iterations k for probability p = 0.99 is
given by

k ≧
log(1− p)
log(1− wn)

, (5.9)

where w is the number of inliers contained in D.

Linear fit function The model function F (S) =
{Xc, Yc, ξ} represents a non-weighted linear fit function
with residuals to X,Y axes, where

Xc =

n∑

i=1

Xi

n
, X ′

i = Xi −Xc,

Yc =

n∑

i=1

Yi
n
, Y ′

i = Yi − Yc,

and

ξ = 0.5 tan−1

(
2
∑n

i=1X
′
iY

′
i∑n

i=1X
′
iX

′
i −

∑n
i=1 Y

′
i Y

′
i

)
,

ρ = 1
n

n∑

i=1

d2i ,

d = (X ′
i −Xc) sin ξ − (Y ′

i − Yc) cos ξ.

Xc, Yc are centroids of P ′, ξ is the polar angle of the fit-
ted line expressing the slope. All 3 parameters could be
transformed easily into the slope form

c · y = m · x+ b, m = tan(ξ), b = Yc −m ·Xc.

For a meridian projected with Plate Carree, the output
parameters p∗∗ = {ξ, b, } are simply given as

ξ =
π

2
, b = Yc, c = 0, m = 1

and analogously for a projected parallel

ξ = 0, b = Xc, c = 1, m = 0.
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Fig. 5.7: The impact of outliers on Map 7: reconstructed graticule with outliers (a) and without outliers (b). The
discrepancies are noticeable on the northern part of the map.

Storing detected samples. Each detected RANSAC
sample S represented by a line with p∗∗ = {ξ, b, } is
stored into a hash table, according to its address A
given by the hash function h(ξ, b)

A = [((int)(mξ · |ξ|))&0xFFFF ]

≪ 16| [((int)(mb · |b|))&0xFFFF ]

Detected samples representing one meridian or one
parallel have the same values of A; they differ only in
the cost C. We keep only a sample with the minimum
cost C representing the best-fit line. Values mξ,mb are
multiplication factors. These affect the hashing sensitiv-
ity, the minimum of the acceptable slope, and the vertical
shift differences of best-fit lines.

A modified detection algorithm based on RANSAC.
Consider a sample S storing meridian or parallel points,
C its cost given by ρ, p∗∗ parameters of the fitting line,
and h its hash. The detection procedure can be sum-
marized as follows:

1. Initialization

Initialize variables lmax = 0, l = 0, k = 0.

2. Main loop

While l < lmax repeat steps 3-6, where a suitable
meridian or parallel are found and added to the list
of meridians LM or parallels LP .

3. Perform a RANSAC procedure

Call a RANSAC procedure for the following pa-
rameters: P ′, k,m, εacc, and find any accept-
able solution Sacc described with parameters
Cacc, pacc, hacc.

4. Test the RANSAC solution: meridian

If any acceptable sample Sacc is found and its an-
gle |pacc.ξ| = π

2 , it represents a meridian. Perform
the following steps:

(a) Test, if any meridian with the same hash hacc
is in LM. If such a meridian M ∈ LM with
worse cost M.Cacc > Cacc exists, update its
properties in LM:

M.Sacc = Sacc,M.Cacc = Cacc,M.p∗∗acc = p∗∗acc.

(b) Otherwise, create a new meridian
M(Sacc, Cacc, pacc, hacc), which is inserted in
the list: LM ←M.

5. Test the RANSAC solution: parallel
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If any acceptable sample Sacc is found and its an-
gle |pacc.ξ| = 0, it represents a parallel. Perform
the following steps:

(a) Test, if any parallel with the same hash hacc
existing in LP . If such a parallel P ∈ LP with
worse cost P .Cacc > Cacc exists, update its
properties in LP :

P .Sacc = Sacc,P .Cacc = Cacc,P .p∗∗acc = p∗∗acc.

(b) Otherwise, create a new parallel
P(Sacc, Cacc, pacc, hacc) which is inserted in
the list: LP ← P .

6. Increment l = l + 1.

The repeatedly called RANSAC procedure with input pa-
rameters P ′, k,m, εacc returns any acceptable sample
Sacc, which satisfies both the conditions of cost Cacc and
length m. It can be summarized as follows:

1. Main loop

While k < kmax, repeat steps 2-5.

2. Initialize random sample

Add 2 random P ′ items to S and compute the initial
fit p∗ = F (S) and its cost C = ρ(p∗).

3. Create a sample adding P ′ elements

Add random P ′
i elements to a sample S. Repeat

sub-steps a-b for all P ′
i , i = 1, ..., n not presented

in S.

(a) Store properties of the actual sample S

Sold = S;Cold = C; p∗old = p∗.

(b) Add P ′
i temporary to S and compute a new fit

p∗ = F (S) and its cost C = ρ(p∗) for updated
S. If a cost difference ∆C satisfies

∆C = |C − Cold| >
|εacc|√
mi

,

the new sample S is unacceptable and we re-
turn to the previous one, Sold

S = Sold;C = Cold; p
∗ = p∗old.

4. Test for acceptability of the sample

If |S| ≥ m and its cost C < εacc are acceptable,
the suitable sample S has been found. Update the
properties of the acceptable solution

Sacc = S;Cacc = C; p∗∗acc = p∗,

compute its hash hacc = H(p∗∗acc.ξ, pacc.b) and re-
turn a sample S.

5. Increment k = k + 1.

Both algorithms are computationally expensive and par-
tially inappropriate for on-line analysis. Saving meridi-
ans and parallel points into separate input files seems
to be a better option.

6 Detection Methods for Point Fea-
tures

Most of the analyzed early maps are available in raster
formats. For purposes of analysis, the complete vector-
ization of the map is somewhat redundant. Therefore,
a set of 0D features (identical points) is a primary and
typical source material for analysis.

This feature applies particularly to libraries with large
printed map collections, where the complete vectoriza-
tion is impossible due to financial or time constraints.
The majority of their collection is stored in the raster for-
mats.

Hence, the partial vectorization is done by the user.
It depends on his knowledge and experience, which are
reflected in the choice of the identical points. Overall,
the detection process appears more laborious. The be-
low mentioned invariants will be used to construct the
objective function φ.

6.1 Detection Methods Based on the Geo-
metric Accuracy

Let us bring a short overview of methods describing the
geometric accuracy. In the simplest case, the objective
function φ may express the least squares condition.

6.1.1 Detection Methods based on 2D Transforma-
tions

These techniques are based on the assumption of the
linear relationship between sets P, P ′, primarily the sim-
ilarity. They represent a standard descriptor taking into
account the P, P ′ residuals. Affinity and co-linearity are
non-conformal, non-linear models causing a twist, and
both are inconvenient.

Uncertainty regions. Uncertainty regions of fixed
sizes formed by squares [36], or circles [51] are using as
auxiliary descriptors. Matching with uncertainty regions
of variable dimensions formed by the Tissot indicatrix
depending both on the geographical position (and thus
on distortions) and the analyzed projection represents a
new approach, given the current state.

As mentioned above, we are trying to determine the
subset S ⊂ P lying inside the uncertainty regions and to
compute the similarity ratio µ. The results of the analy-
sis are given by the following parameters: the similarity
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Fig. 6.1: Map 8: a graticule of the stereographic projection (close to the transverse aspect); a reconstruction from
the estimated parameters, detail of France and China.

ratio µ and the apriori variance σ2
0 . Unlike heuristics,

there is a generalized condition for S

S = |T (P )− P ′| < P(ε).

It revisits S as a subset of the transformed points P ,
which lay inside the modified uncertainty regions repre-
sented by ellipses of distortion centered on the P ′ points
projected by P. Hence, a circle of radius ε is transformed
into an ellipse T with parameters a, b, A. This fact is im-
portant especially for boundary territories (northern and
southern), where extreme local linear scales a, b and
maximum angular distortion ∆ω

∆ω = 2 sin−1(|a− b| /(a+ b))

have large values. For conformal projections, ellipses of
distortion are replaced with circles having a rapidly in-
creasing radius r = a. A circle with a fixed radius r = ε
is not a good estimator in such territories; see Fig. 5.4.

Apriori variance σ2
0 . An apriori variance σ2

0 , the ba-
sic accuracy characteristic computed from the roots of
residuals vi used in the objective function φ, is written
as follows:

φ(P, P ′) = σ2
0 =

n∑

i=1

vivi
2n− 4

, (6.1)

vi =
√
(Xi −X ′

i)
2 + (Yi − Y ′

i )
2,

where X ′
i, Y

′
i are transformed coordinates xi, yi. Min-

imizing this function represents a solution of the least
squares problem. A detailed description of these tech-
niques will be presented in the next article. In accor-
dance with our requirements of the rotation invariance
or dependency, Helmert or homothetic transformation is
used. Let us set P ′ to be a global system and P to be a
local system.

Helmert transformation. The Helmert transformation
is given by the key t(m,α, sx, sy). It is the first and prob-
ably the most common and obvious estimator. A similar
approach, used by [23], is available in MapAnalyst soft-
ware.

In most cases, the Helmert transformation brings
very accurate results. Due to the rotation invariance,
for some types of input sets, it is not an appropriate de-
scriptor. An incorrect matching of samples with a large
value of rotation between P, P ′ may lead to the detection
of a different type of projection. This relatively rare case
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may occur for specific types of sets, when several nega-
tive factors acting simultaneously. Sets located along
the equator or prime meridian projected both in nor-
mal and transverse aspects have similar shapes in most
map projections; however, they are rotated one another.

Examples of such situations are shown in Fig. 5.6.
Although, the graticule shapes of the strip, located along
the central meridian in the Bonne and equidistant cylin-
drical projection are analogous, they are mutually ro-
tated. Notice the similar cases relating to the spherical
quadrangle, close to the intersection of the equator and
the central meridian. Its shape is almost similar across
all categories of map projections. Without taking into ac-
count the angle of rotation, several projections may be
incorrectly detected and interchanged.

Homothetic Transformation. The homothetic trans-
formation is given by the key t(m, sx, sy) with one scale
m and two shifts sx, sy (no rotation is allowed). The
transformation model matrix A(2n, 3) and vector of mea-
surements l(2n, 1) are

A =

















X1 1 0
... ... ...
Xn 1 0
Y1 0 1
.. .. ..
Yn 0 1

















, l =

















x1

...
xn

y1
...
yn

















.

It has all the benefits of the Helmert transformation;
moreover, it is not invariant to rotation. However, there
are some situations when rotation independence is re-
quired. These include a secondary rotation of the an-
alyzed map caused by inappropriate insertion into the
scanner or by a switched map orientation on the page
(portrait vs. landscape). This negatively affects the apri-
ori variance σ2

0 , and a projection is not detectable.
This estimator is very close to the simplified version

of the objective function φ, which minimizes the residu-
als between P and P ′.

6.1.2 Detection Based on the Nearest Neighbor
Distance Methods

The nearest neighbor distance methods are based on
an examination of objects located in the close region
of the analyzed object. This uses the assumption that
there is an influence from an object which depends on
its distance to the analyzed object.

Cross nearest neighbor distance. The cross near-
est neighbor distance Cnnd of data sets P, P ′ containing
nP and nP ′ elements, aligned in the centers of mass, is
defined as

φ(P, P ′) = Cnnd(P, P
′) =

1

nP + nP ′

(

nP∑

i=1

d(1)(Pi, P
′
j) +

nP ′∑

i=1

d(1)(P ′
i , Pj)),

where d(1) represents the distance between a point and
the point nearest to it. Cnnd is dependent on the rota-
tion; its advantages are similar to the homothetic trans-
formation. The cross nearest distance measures a spa-
tial similarity between two sets of points, which is ex-
pressed by spatial proximity. It is computed between the
nearest points Pi → P ′

j and vice versa P ′
i → Pj (not

between a corresponding pair of points Pi → P ′
i for both

data sets.
Because of d(1)(Pi, P

′
j) ≤ vi, vi = ‖Pi − P ′

i ‖, the
cross distance of the two elements is never greater than
residual vi. Therefore, the Cnnd estimator is slightly
more sensitive than apriori variance σ0.

6.2 Detection Methods Based on the
Shape Preservation

They represent a descriptor taking into account the spa-
tial distribution of points, and better reflect the shape of
the graticule. Residuals between P, P ′ do not play such
a significant role. Compared to the geometric accuracy
approach, the objective function φ is more complex, and
it is more difficult to minimize. In general, it is possi-
ble to use some advantageous properties of the Voronoi
diagram.

There are many ways to measure the similarity be-
tween two sets using their Voronoi diagrams. These in-
clude a direct approach, assessing the features of the
Voronoi cells using the simple criteria (area, perimeter),
or an indirect approach (entropy statistic); further details
can be found in [38]. Due to the lack of appropriate cells,
the Voronoi criteria are not suitable for smaller sets.

The proposed indirect approach is based on the
computation of the objective function value between
auxiliary planar geometric structures constructed over
sets P, P ′. Sets of which the planar structures are
matching, are similar.

In comparison with the transformation methods, the
solution has some advantages (better ability to assess
the real spatial distribution of points) and disadvantages
(lower sensitivity, noise effect, time complexity, degener-
ative cases).

Voronoi diagrams of the analyzed sets. Let us
state only the short and the formal definition of
the Voronoi diagram. We call the set of regions
V(P )={V(P1), ...,V(Pn)} and V(P ′)={V(P ′

1), ...,V(P ′
n)}
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Fig. 6.2: Corresponding merged Voronoi faces F (Pi) (a), F (P ′
i ) (b) belonging to points Pi and P ′

i and their
turning functions with broken rectangular strips. The highlighted areas represent D2(F (Pi), F (P

′
i )) (c) and

d2(F (Pi), F (P
′
i )) (d).

the planar Voronoi diagrams generated by P, P ′; re-
gions V(Pi) = {X ‖X − Pi‖ ≤ ‖X − Pj‖ for j 6= i}
and V(P ′

i ) = {X ‖X − P ′
i‖ ≤

∥∥X − P ′
j

∥∥ for j 6= i} are
Voronoi polygons (i.e., Voronoi cells) associated with
Pi, P

′
i , and ∂V(Pi), ∂V(P ′

i ) are boundaries of Voronoi
polygons.

Analyzed structures. The similarity assessment be-
tween V(Pi) and V(P ′

i ) represents a key step in the de-
tection process. Due to the fact that a Voronoi diagram
is sensitive to the locus of generators, the change of po-
sitions of a few of them can cause significant changes
in its shape. Presented detection algorithm is based on
the following assumption: V(P ) is similar to V(P ′) if, and
only if, P is similar to P ′, and vice versa. As mentioned
above, only bounded pairs V(Pi) and V(P ′

i ) are subject
to further analysis, and bounded cells of an inappro-
priate shape have been removed from the analysis. If
there are not at least three appropriate bounded pairs of
Voronoi cells in P, P ′, φ(Xj) is penalized φ(Xj) = ∞.
It is obvious that both P, P ′ must contain a sufficient
amount of points, and analysis should be performed for
sets above 15 points. The following planar data struc-
tures could be analyzed further:

• Voronoi diagrams V(P ),V(P ′)

Direct analysis of the corresponding Voronoi cells
V(Pi) ∈ V(P ), V(P ′

i ) ∈ V(P ′) is less sensitive than

the second method, but has a better time complex-
ity O(N3 log(N)) (including O(N2) analysis).

• Merged faces F (P ), F (P ′)

The direct analysis of the corresponding merged
Voronoi faces F (Pi), F (P ′

i ). We consider

F (Pi) =
k
⋃

j=1

[[V(Pi) ∪ V(Pj)] ∩ [V(Pi) ∩ V(Pj) 6= ∅]]

as a face with m1 vertices formed by all k merged
Voronoi faces V(Pj) adjacent to V(Pi) merged
with V(Pi), and analogously for F (P ′

i ). Let Vi =
{Vi,1}m1

i=1 and V ′
i = {V ′

i,1}m2

i=1, be sets of F (Pi) and
F (P ′

i ) vertices. This approach, set as the primary
analysis tool, is based on the extended assump-
tion: F (P ) is similar to F (P ′), if and only if, P is
similar to P ′, and vice versa. It is more sensitive
and has higher time complexity O(kN4 log2(N))
and noise resistance. For the Boolean operation
on polygons, a modified algorithm described by
[33] was implemented.

Before the analysis, the faces F (Pi), F (P
′
i ) are

rescaled, where each segment is normalized by the face
perimeter.
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6.3 Measuring similarity using the Turning
Function

Without a loss of generality, we can say that a turning
function Θ transforms the j − th vertex Vi,j ∈ F (Pi),
j = 1, ...,m to the pair of parameters

Θ(Vi,j) : Vi,j → θi,j = [si,j , αi,j ],

where si,j represents the cumulative length of Vi,j mea-
sured along the boundary of ∂F (Pi) from the start vertex
O, and αi,j

αi,j = αi,j−1 + π − (σi,j − σi,j−1),

a cumulative angle of Vi,j , σi,j is the polar angle of the
segment Vi,j , Vi,j+1 and the x axis; see Fig. 6.2. Ac-
cording to the requirements, the turning function can be
defined as rotation-dependent or rotation-invariant. Un-
like the original method described in [1], where no dis-
tinction between two states has been realized, and the
angle of rotation of both analyzed features was deter-
mined as the unknown parameter, we simply change the
definition of the descriptor for the first polar angle. For a
rotation-dependent case

αi,1 = σi,1,

for a rotation-invariant case,

αi,1 = π − (σi,1 − σi,m),

If the polygon was rescaled and its perimeter length is
1, then si,1 = 0, si,m1

= 1, and

αi,m = αi,1 + 2π.

Let ΘF (Pi) and ΘF (P ′

i
) be turning functions and θi, θ′i

are ordered sets of m1, m2 pairs of corresponding faces
F (Pi), F (P

′
i ).

Distance of turning functions. In accordance with
[1], let us denote t, t ∈ 〈0, 1〉 as a shift of the refer-
ence point O along the face boundary F (P ′

i ), written as
ΘF (P ′

i
)(s+ t).

A distance d2 between F (Pi), F (P
′
i ) could be deter-

mined as the minimum over all possible shifts t

d2(F (P i), F (P ′
i )) = ( min

t∈〈0,1〉
(D2(F (P i), F (P ′

i ))))
0.5 (6.2)

where

D2(F (P i), F (P
′
i )) =

ˆ 1

0

∣∣∣ΘF (Pi)(s+ t)− ΘF (P ′

i
)(s)

∣∣2

It is apparent that d2 represents the sum of the high-
lighted areas between turning functions; see Fig. 6.2).
Hence, in the new algorithm based on dynamic pro-
gramming, we find t minimizing this equation.

Algorithm description. The proposed algorithm with
O(m1(m2 + m2) time complexity solves both rotation-
dependent and invariant cases by using dynamic pro-
gramming. First, the turning functions ΘF (Pi)(s) and
ΘF (P ′

i
)(s) for the analyzed faces F (Pi), F (P

′
i ) are com-

puted. A shift t in ΘF (P ′

i
)(s + t) is realized by m2 − 1

cyclic rotations of θ′i,j elements.
During the cyclic rotation, each vertex becomes a

new start vertex; its cumulative length must be set to
zero and the turning angle must be corrected. For the
rotation dependent case, where the polar angles relate
to the x axis, they needn’t to be recalculated. The ac-
tual shift t is realized by updating s′i,k, α

′
i,k values. The

following steps are to be performed:

1. The actual distance D2 is computed and com-
pared to Dmin

2 . Then a new minimum is actual-
ized, if necessary.

2. First, the turning angle α′
1 = α′

i,1 and the distance
of the vertex Vi,2 (next to the start vertex) s′2 = s′i,2
are stored.

3. To achieve the new cumulative length for a vertex
Vi,j , the cumulative length of the second vertex is
subtracted from Vi,j , the successor. All new s′i,j ,
are given by subtracting

s′i,j = s′i,j+1 − s′2.

4. Analogously, a turning angle is replaced by its suc-
cessor, α′

i,j = α′
i+1,j .

5. For a rotation-invariant case, all turning angles
must be recalculated. For a new starting vertex
and its successors, the turning angle α′

1 must be
subtracted

α′
i,j = α′

i,j − α′
1.

6. Finally, the values of the last pair: α′
i,m2

= α′
i,1+2π

and s′i,m2
= 1 are updated.

It is noticeable that D2 represents the sum of the un-
signed area differences between strips (or their parts)
belonging to both turning functions. Each turning func-
tion has a set of rectangular strips (m1 strips for ΘF (Pi)

and m2 strips for ΘF (P ′

i
)) of various widths and heights.

The vertical edges of the strips are formed by the ordi-
nates of their turning function adjacent vertices; the hor-
izontal edges are formed by the x axis and the “graph”.
It is obvious that only intersecting strips of both turning
functions should be processed. It is not necessary to
compute the area of each strip. Rather, the area differ-
ences of intersected strip parts, are sufficient.
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Breaking rectangular strips. Let us do a simple trick
and break the strips of both turning functions. All vertical
edges (i.e., ordinates) of the first turning function are ex-
tended to the graph of the second turning function and
vice versa. Old strips are broken into new m ≤ m1 +m2

pairs of strips; see Fig. 6.2. One pair of broken strips
shares a lower horizontal edge on the x−axis. Broken
strips are processed pair by pair in the ascending order
according to the s values.

This step is represented by a procedure analogous
to two-way merging (see below). The required rectangle
representing the result of the difference, is formed by the
horizontal edge si,l, soldi,l , vertical edge αi,l, α

′
i,l, and area

Ai,l. The L2 distance D2(F (P i), F (P
′
i )) corresponding

with the sum of areas of m1 + m2 strip differences, is
given by

D2(F (P i), F (P ′
i )) =

m1+m2
∑

l=1

Ai,l(F (P i), F (P ′
i ))

=

m1+m2
∑

l=1

(

si,l − soldi,l

)

∣

∣αi,l − α′
i,l

∣

∣ .(6.3)

The algorithm is very easy, we initialize

si,1 = soldi,1 = 0,

If
s′i,k < si,j ,

then

soldi,l = si,l, si,l = s′i,k, αi,l = αi,j−1 α′
i,l = α′

i,k−1.

Analogously, if
si,j < s′i,k,

then

soldi,l = si,l, si,l = si,j , αi,l = αi,j−1 α′
i,l = α′

i,k−1.

Inappropriately rotated faces. How can one avoid
the situation in which both faces are lightly rotated in
different directions, so their polar angles α, αold belong
to the first and fourth quadrants, and vice versa? In
such cases, the ∆α values are greater than if both val-
ues α, αold belonged to the first-second, second-third or
third-fourth quadrants (compare the ∆α values for α =
23/24π, αold = 1/24π to α = 5/24π, αold = 7/24π). This
is important for the rotation-dependent variant, when
both turning functions will be classified, incorrectly, as
dissimilar. There is a simple heuristic avoidance of this
problem, by minimizing the angle difference ∆α and
adding or subtracting the period of 2π

∆α = min(min(|∆α| , |∆α− 2π|), |∆α + 2π|).

Those steps (with reindexing starting from 0) are for-
mally rewritten in Alg. 1, which has O(m1 + m2) time

complexity. The dynamic approach is analogous to
the simplified two-way merging procedure used in the
merge sort algorithm. The simplification is given by the
fact that the last elements of both turning functions are
equal

si,m1
= s′i,m2

= 1.

The resulting criterion based on the average dissimi-
larity d2(F (P i), F (P

′
i )), measured between P and P ′, is

given by

φ(P, P ′) = d2(F (P ), F (P
′)) =

1

n

nf∑

i=1

d2(F (P i), F (P
′
i )),

where nf represent the amount of the analyzed faces.

Algorithm 1 Compute D2(F (P i), F (P
′
i )) using the

merging procedure.

1: function D2(ΘF (P ),ΘF (P ′))

2: s← 0;A← 0;

3: for i← 2, j ← 1, k ← 0; k < m1 +m2; k ← k + 1

4: sold ← s; α← αi−1;α
′ ← α′

j−1

5: if si ≤ sj //Find smaller element

6: s← si

7: i← i+ 1

8: else

9: s← s′j

10: j ← j + 1;

11: ∆α←

min(|α− α′| , |α− α′ − 2π| , |α− α′ + 2π|)

12: A← A+ (s− sold)∆α;

13: return A;

7 Detection Methods for Line and
Polygon Features

As mentioned above, both line and polygonal features
allow for the continuous analysis of maps. They repre-
sent the best source material for the assessment pro-
cess. Because the acquisition of 1D and 2D features
represents a time-consuming process, such a complex
data structure is available only in rare cases. Therefore,
the vast majority of analyses is based on point sets. If
input data sets contain no line segments, the detected
meridians and parallels are analyzed.

Due to its versatility, the turning function was
selected as a shape descriptor. An appropriate
parametrization for 1D-2D elements is available. The fi-
nal criterion for assessing detected meridians, parallels
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Table 2: Analyzed maps from David Rumsay Map Collection and estimated parameters for both programs and
decreasing amount of analyzed features.

Map detectproj MapAnalyst

# n Proj ϕq λq ϕ0 λ0 RES N IT Proj ϕq λq ϕ0 λ0 RES

1

28 sinu 90.0 0.0 0.0 16.4 1.74−3 85 sinu 90.0 0.0 0.0 16.3 1.74−3

14 sinu 90.0 0.0 0.0 17.1 6.69−4 83 sinu 90.0 0.0 0.0 17.4 6.71−4

8 sinu 90.0 0.0 0.0 16.5 4.96−4 102 sinu 90.0 0.0 0.0 17.8 5.18−4

5 bonne 90.0 0.0 5.0 15.9 2.13−4 97 sinu 90.0 0.0 0.0 20.0 4.89−4

2

28 bonne 90.0 0.0 54.7 20.2 1.67−3 100 lcc 90.0 0.0 40.0 -2.6 7.76−1

14 bonne 90.0 0.0 58.2 20.1 4.67−4 91 eqdc 90.0 0.0 40.0 42.1 3.79−1

8 lcc 40.0 152.1 13.4 0.0 5.90−5 263 eqdc 90.0 0.0 40.0 41.0 1.76−1

5 bonne 90.0 0.0 57.7 20.3 1.91−5 98 lcc 90.0 0.0 40.0 26.7 1.00−2

3

29 nicol 90.0 0.0 0.0 -110.7 2.23−3 122 nicol 90.0 0.0 0.0 -110.5 2.24−3

15 nicol 90.0 0.0 0.0 -110.3 9.45−4 157 nicol 90.0 0.0 0.0 -110.7 9.52−4

8 nicol 90.0 0.0 0.0 -110.3 3.74−4 124 nicol 90.0 0.0 0.0 -99.1 4.53−4

5 nicol 90.0 0.0 0.0 -110.1 1.80−4 123 four 90.0 0.0 0.0 -77.0 not. impl.

4

31 nicol 90.0 0.0 0.0 72.4 3.05−3 310 nicol 90.0 0.0 0.0 70.1 3.83−3

15 nicol 90.0 0.0 0.0 71.5 9.19−4 294 nicol 90.0 0.0 0.0 70.3 1.21−4

8 nicol 90.0 0.0 0.0 71.5 6.11−4 500 nicol 90.0 0.0 0.0 69.5 7.81−4

5 nicol 90.0 0.0 0.0 71.4 4.95−4 255 nicol 90.0 0.0 0.0 69.5 6.16−4

5

28 lcc 52.2 2.9 80.0 0.0 9.95−4 231 lcc 90.0 0.0 40.0 7.7 1.08−1

14 lcc 90.0 0.0 39.2 2.1 6.04−4 132 lcc 90.0 0.0 40.0 1.2 2.29−3

8 lcc 90.0 0.0 40.2 2.0 1.19−4 154 lcc 90.0 0.0 40.0 5.6 1.06−2

5 lcc 90.0 0.0 36.4 1.7 6.95−5 107 lcc 90.0 0.0 40.0 3.2 9.36−4

6

34 eqdc2 90.0 0.0 60.9 10.8 1.89−3 102 lcc 90.0 0.0 40.0 9.4 9.4−3

17 eqdc2 90.0 0.0 61.3 10.8 8.34−4 106 eqdc 90.0 0.0 40.0 13.2 1.03−2

9 eqdc2 90.0 0.0 61.1 10.8 5.94−4 94 eqdc 90.0 0.0 40.0 10.2 2.56−3

5 eqdc2 90.0 0.0 60.7 10.7 3.76−4 89 eqdc 90.0 0.0 40.0 9.7 9.43−3

7

30 eqdc2 90.0 0.0 57.0 -2.9 8.73−4 112 eqdc 90.0 0.0 40.0 -9.2 2.72−2

15 eqdc2 90.0 0.0 55.3 -3.0 4.06−4 98 sinu 90.0 0.0 0.0 -3.1 5.90−4

8 eqdc2 90.0 0.0 53.0 -3.2 1.02−4 90 sinu 90.0 0.0 0.0 -3.6 2.51−4

5 leac 30.0 4.5 69.0 0.0 5.88−5 170 sinu 90.0 0.0 0.0 -3.1 1.07−4

8

29 stereo -1.0 73.1 0.0 0.0 8.19−3 119 nicol 90.0 0.0 0.0 70.3 9.61−3

14 stereo -1.9 73.4 0.0 0.0 1.38−3 109 nicol 90.0 0.0 0.0 70.1 2.69−3

8 stereo -0.9 72.2 0.0 0.0 1.30−4 144 nicol 90.0 0.0 0.0 71.8 1.71−3

5 stereo -1.4 72.6 0.0 0.0 8.02−6 89 nicol 90.0 0.0 0.0 9.0 1.08−2

and all line segments

φ(P, P ′) = d2(P, P
′) =

∑nmer

i=1 dmer
2 (P, P ′)

nmer
+

∑npar

i=1 dpar2 (P, P ′)

npar
+

∑nlin

i=1 d
lin
2 (P, P ′)

nlin

corresponds to Eq. 5.7, where n represents the number
of analyzed polygons.

8 Experiments and Results

The proposed method was tested extensively; the re-
sults were compared to MapAnalyst software, version
1.4 pre-release, which has a similar functionality. We

bring results for 8 early maps created since the 18th
century and published in the David Rumsay Map Col-
lection. Maps 1-3, 4, and 8 are world atlas maps, and
maps 2, 5, 6, and 7 are national maps. Map projections
were apriori unknown. Recall that it is not recommended
to select the analyzed area around the prime meridian,
true parallel, equator, or poles, where most map projec-
tions have similar properties. For all the tests, the same
values of parameters have been set. Analyses were per-
formed for all aspects (normal, transverse, oblique) with
the disabled heuristics.

8.1 Test of early maps

The following characteristics were measured: RES (sum
of residuals), N IT (number of iterations). However, the
second criterion cannot be acquired for MapAnalyst.
The analyzed features, whose amount decreased ap-
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Table 3: Results of 300 tests with a random initialization for maps 1-8 and three sizes of intervals ψ.
Map ψ EFF N IT RES C RES A TIME

1

1 100 29765 4.91−1 4.91−1 425

0.1 100 26020 4.91−1 4.91−1 432

0.01 98 31419 4.80−2 9.052 535

2

1 99 46728 3.42−1 4.67−1 628

0.1 97 50837 3.39−1 1.341 554

0.01 97 48089 3.40−1 1.601 539

3

1 98 43914 6.78−1 1.073 1869

0.1 82 49509 5.67−1 4.113 1325

0.01 74 50934 5.01−1 4.172 1648

4

1 100 39828 6.75−1 6.75−1 2682

0.1 100 34896 6.75−1 6.75−1 2316

0.01 96 36415 6.48−1 9.542 2309

5

1 97 55362 4.30−1 5.24−1 916

0.1 94 59931 4.22−1 5.99−1 619

0.01 87 7353 4.60−1 6.791 280

6

1 100 52092 6.13−1 6.13−1 1009

0.1 96 51145 6.53−1 9.090 592

0.01 88 53621 8.70−1 1.072 683

7

1 100 49071 2.97−1 3.88−1 570

0.1 97 47555 3.13−1 1.220 421

0.01 87 52330 3.17−1 1.330 501

8

1 100 43647 6.04−1 6.04−1 576

0.1 96 39826 5.76−1 2.192 121

0.01 93 42719 5.59−1 3.001 445

proximately 50 percent in each step, were chosen in ac-
cordance with the above-mentioned principles.

The identical points both on the analyzed and Open
Street maps (OSM) have been collected in MapAnalyst.
First, the Cartesian coordinates x, y of identical points
in OSM were reprojected from the Mercator projection
(WGS-84, ϕ0 = 0◦) to the geographical coordinates ϕ, λ
using the inverse formulas. For λ, the following formula
was used

λ = x/a,

where a represents the semi-major axis of the WGS-84
ellipsoid (analogously b the semi-minor axis). Then

e2 = 1− b2/a2,
t = e−y/a,

χ = π/2− 2 arctan t

and

ϕ
.
= χ+ J1 sin 2χ+ J2 sin 4χ+ J3 sin 6χ+ J4 sin 8χ,

where

J1 = 2e2 + 5e22/24 + e23/12 + 13e24/360,

J2 = 7e22/48 + 29e23/240 + 811e24/11520,

J3 = 7e23/120 + 81e24/1120,

J4 = 4279e24/161280.

Further details can be found in [46]. All algorithms have
been implemented in C++ (VS 2010 compiler); our test-
ing PC had the following hardware specification: Intel
Core E4500 processor, 2.2 GHz with 2GB RAM running
on Win7 32-bit Professional.

The following 8 maps from David Rumsey Map Col-
lection were analyzed, see Tab. 2:

Map 1. “Carte generale de l’Afrique, Adrien Hubert,
Atlas universel de geographie physique, politique, an-
cienne & moderne”, 1828, 28 identical points. Esti-
mated projection: sinusoidal, ϕk = 90◦N , λk = 0◦E,
ϕ0 = 0◦N , λ0 = 16.4◦E. The estimated results are
almost independent of the amount of analyzed points.
Both programs achieved similar results, but detectproj
has slightly smaller residuals.

Map 2. “Europe Politique”, Atlas St. Cyr. Furne, Jou-
vet et Cie, Paris, 1885, 28 identical points. Estimated
projection: Bonne, ϕk = 90◦N , λk = 0◦E, ϕ0 = 57.7◦N ,
λ0 = 20.2◦E. The presented solution brings much better
results (more reliable parameters); the residuals are sig-
nificantly lower. Because the area covered by the map
in the longitude direction is λ ∈ 〈15◦W, 45◦E〉, the cen-
tral meridian λ0 = 42.14◦E determined by MapAnalyst
looks like a mistake.
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Map 3. “Western Hemisphere”, Faden W., General At-
las, 1811, 29 identical points. Estimated projection: Ni-
colosi, ϕk = 90◦N , λk = 0◦E, ϕ0 = 0◦N , λ0 = 110.7◦W .
Somewhat more difficult test due to the confusion with
an azimuthal projection in the transverse aspect. Both
programs were successful; the results are comparable.

Map 4. “Eastern Hemisphere”, Faden W., General At-
las, 1811, 31 identical points. Estimated projection:
ϕk = 90◦N , λk = 0◦E, ϕ0 = 0◦N , λ0 = 72.4◦. The
same situation and similar results.

Map 5. “Composite of Carte de France, Levee par or-
dre du Roy”, Cassini, Cesar-Francois, 1750, 28 identical
points. Estimated projection: Lambert conformal conic,
ϕk = 90◦N , λk = 0◦N , ϕ0 = 39.2◦N , λ0 = 2.1◦E. The
large-scale map (one sheet) projection, which covers a
small territory ∆ϕ = 4◦, ∆λ = 7◦, was surprisingly not
detected as the Cassini-Soldner. The presented solu-
tion has slightly smaller residuals compared to MapAn-
alyst.

Map 6. “Denmark, Sleswig, Holstein, with Iceland, with
Bornholm”. London atlas series, Stanford’s Geograph-
ical, 1901, 34 identical points. Estimated projection:
equidistant conic, North Pole projected as point, ϕk =
90◦N , λk = 0◦E, ϕ0 = 61.3◦N , λ0 = 10.8◦E. Both re-
sults are comparable. The graticule reconstructed from
the determined parameters can be found in Fig. 5.5.

Map 7 “British Islands”, World Atlas, A. Arrowsmith,
1817, David Rumsay Map Collection, 30 identical points.
Estimated projection: equidistant conic, North Pole pro-
jected as point, ϕk = 90◦N , λk = 0◦E, ϕ0 = 57.0◦N ,
λ0 = 2.9◦E. The presented solution brings lower resid-
uals and better resistance to the amount of analyzed
points.

Map 8 “A general map of the world or terraqueous
globe”, S. Dunn, 1787. David Rumsay Map Collec-
tion, 29 identical points. Estimated projection: stereo-
graphic projection, ϕk = 1.0◦S, λk = 73.1◦E, ϕ0 = 0◦N ,
λ0 = 0◦E. A difficult test; the analyzed map was prob-
ably created in a stereographic projection (transverse
aspect). Its graticule is similar to the globular projec-
tions. Unlike MapAnalyst, the developed software de-
tects the oblique aspect very close to the transverse as-
pect. Here, the lack of ability of MapAnalyst to deter-
mine anything other than the normal aspect appeared.
However, the solution found by MapAnalyst is not strictly
imprecise, but has a larger residuals. The graticule re-
constructed from determined parameters can be found
in Fig. 6.1. While the parallels fit well, the meridians are
shifted (prime meridian centered on Paris).

The proposed algorithm achieved better results in all
cases; the estimated parameters are more natural and
have better objective function value, which decreases
with the amount analyzed features. In all test, the global
minimum of the objective function φ have been found.

However, only the normal aspect of the projection
is detected by MapAnalyst. Nonetheless, it supports
more map projections (compromise, unclassified projec-
tions), and the analysis is much faster (about 10% of
detectproj time). Recall that both programs are still in
development.

The results also indicate that for a reliable analysis,
a set of approximately 10 features is required. The anal-
ysis of 5 features is vague and we can determine a cat-
egory, rather than a specific projection. Instead of an
oblique projection aspect (used primarily for larger scale
maps), for atlas maps, both normal and transverse as-
pects are more common.

8.2 Test of robustness

The second test measures both the robustness and effi-
ciency of the Nelder-Mead algorithm, depending on the
simplex size and position under all maps. The new sim-
plex intervals with the size ψ = 0.1 and ψ = 0.01 of the
original interval were set randomly as follows:

(ϕk, λk, ϕ0, λ0)
′
min = (ϕk , λk , ϕ0, λ0)min + rnd(0, 1) ·

(1 − ψ)(∆ϕk ,∆λk,∆ϕ0,∆λ0),

(ϕk, λk, ϕ0, λ0)
′
max = (ϕk , λk , ϕ0, λ0)

′
min + rnd(0, 1) ·

ψ(∆ϕk ,∆λk,∆ϕ0,∆λ0).

The test was repeated 300 times for n = 15, where
the following characteristics have have been measured:
global minimum efficiency (EFF) in %, number of itera-
tions (N IT), the objective function value φ of correctly
detected samples given by residuals (RES C), the ob-
jective function value φ of all tests (RES A) and the
time (TIME) in sec.; see Tab. 3. A test is successful
if φ < 3φ, where φ represents the objective function
value determined with the Mathematica optimizer (dif-
ferential evolution algorithm). The arithmetic expression
parser was enabled; the analyzed projection equations
were loaded from a txt file. This allows the user to en-
large the amount of analyzed map projections, but also
increases the computational times significantly (approx-
imately 10x).

The Nelder-Mead algorithm efficiency depends on
the simplex size, but not significantly. Minimum effi-
ciency occurs, when the estimated X̂ is far outside the
initial simplex and is unable to expand (map 3:λ0, map
7: ϕ0). In such cases, the iteration process may become
stuck in a local minimum. We do not recommend reduc-
ing the simplex size and initializing the simplex over the
whole domain ϕ, λ.

The average amount of iterations per sample is ap-
proximately 145; and the average time per sample 3s
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Table 4: A test of the detection efficiency on the geographical position, additional errors, and the map scale; the
early map set is contaminated by additional errors (test T1).

ϕc S
ε[mm]

1.0 2.0 3.0 4.0 5.0

0

1 100/100/22/1/0/69 100/88/26/0/0/37 95/68/18/0/0/18 89/54/2/0/0/11 70/36/6/0/0/6

2 27/5/0/0/0/0 20/2/0/0/0/0 13/0/0/0/0/0 10/1/0/0/0/0 4/0/0/0/0/0

3 15/0/0/0/0/0 10/0/0/0/0/0 5/0/0/0/0/2 7/3/0/0/0/1 3/3/0/0/0/3

4 2/0/0/0/0/1 3/1/0/1/0/1 1/1/0/4/0/0 1/1/4/1/0/1 2/2/2/1/0/0

5 1/1/2/1/0/0 3/0/4/3/0/0 2/1/0/2/0/1 2/0/0/0/0/1 1/2/0/1/0/0

6 0/1/2/1/0/0 0/1/0/0/0/1 0/0/0/0/0/0 0/1/2/0/0/1 1/0/0/1/0/0

10

1 100/100/26/3/0/62 100/91/18/3/0/36 96/81/14/1/0/24 90/63/6/2/0/18 86/44/6/1/0/15

2 93/64/6/22/0/14 61/30/0/15/0/6 46/16/0/11/0/4 25/13/0/10/0/3 28/9/0/7/0/3

3 71/33/14/13/0/9 32/16/0/7/0/8 20/12/0/9/0/5 19/6/0/7/0/2 16/4/0/4/0/0

4 24/9/2/0/0/5 14/7/0/1/0/3 11/4/2/4/0/5 8/2/0/1/0/4 6/6/0/1/0/6

5 20/6/2/1/0/5 15/6/2/0/0/7 13/4/2/0/0/5 11/2/0/1/0/2 8/5/0/0/0/2

6 13/5/0/0/0/3 7/5/6/0/0/4 5/1/0/0/0/3 11/3/0/0/0/2 11/6/0/0/0/3

20

1 100/100/32/6/0/83 100/100/26/4/0/55 100/79/10/1/0/31 93/69/10/1/0/18 84/55/6/3/0/24

2 100/94/40/14/0/52 79/63/8/17/0/23 63/43/2/11/0/19 53/28/2/17/0/10 44/29/4/9/0/10

3 89/76/16/17/0/25 67/35/12/7/0/13 44/21/8/12/0/7 38/26/8/10/0/8 30/15/0/9/0/5

4 46/29/10/6/0/6 26/20/6/1/0/6 12/11/4/4/0/3 15/11/8/1/0/1 14/12/0/1/0/5

5 27/17/4/2/0/8 21/10/6/1/0/10 11/7/0/1/0/3 6/5/6/3/0/5 16/6/2/2/0/4

6 13/7/0/0/0/6 10/9/2/0/0/4 10/8/2/0/0/2 14/8/0/0/0/4 7/7/4/0/0/0

30

1 100/100/50/19/1/77 100/99/34/6/0/64 98/92/24/9/0/39 93/67/18/0/0/21 83/60/8/6/0/24

2 100/95/58/2/0/55 82/61/28/0/0/37 62/39/8/0/0/15 63/28/2/0/0/8 43/22/2/0/0/7

3 85/75/34/0/0/39 60/44/20/0/0/17 47/33/6/0/0/10 35/16/6/0/0/6 40/29/6/22/0/8

4 54/29/8/6/0/6 39/19/2/7/0/6 26/11/8/13/0/4 21/11/8/7/0/5 19/13/2/3/0/6

5 36/20/20/3/0/7 25/10/4/3/0/7 16/10/2/6/0/6 13/11/6/1/0/5 10/9/0/5/0/6

6 13/10/2/1/0/2 11/9/2/0/0/6 18/6/2/1/0/4 17/5/8/1/0/6 10/1/2/0/0/4

40

1 100/100/61/29/4/78 100/99/45/24/3/67 97/93/32/18/1/58 97/84/24/20/0/44 75/71/24/21/0/34

2 99/84/42/2/0/50 82/58/20/0/0/21 62/42/14/0/0/19 52/35/16/0/0/8 51/31/8/0/0/8

3 87/59/20/9/0/38 66/52/24/16/0/19 59/40/10/14/0/13 50/30/6/15/0/12 51/22/4/13/0/9

4 52/40/18/15/0/12 42/22/10/13/0/7 29/20/6/15/0/6 21/7/0/8/0/8 16/13/0/5/0/4

5 43/19/2/4/0/6 27/7/12/8/0/5 21/15/2/6/0/6 20/13/6/6/0/3 15/10/8/8/0/9

6 10/7/6/2/0/3 17/3/0/0/0/4 12/4/2/2/0/5 8/4/4/1/0/1 17/4/6/1/0/4

50

1 -/99/65/27/2/75 -/98/53/26/2/63 -/92/46/17/1/56 -/81/28/14/0/48 -/69/26/8/0/39

2 95/83/58/1/0/53 78/64/30/0/0/38 76/54/20/0/0/18 72/37/18/0/0/14 64/35/10/0/0/14

3 77/64/28/0/0/32 74/56/18/0/0/27 68/32/12/0/0/16 59/22/16/0/0/9 42/17/4/0/0/7

4 60/34/12/0/0/13 28/18/10/0/0/1 28/16/10/0/0/4 27/10/6/0/0/5 18/14/6/12/0/5

5 36/18/10/8/0/5 24/15/10/5/0/8 12/12/2/9/0/11 16/4/12/8/0/7 11/14/4/13/0/6

6 7/13/4/1/0/5 14/4/6/2/0/2 20/5/8/3/0/9 17/6/2/2/0/2 12/10/4/1/0/5

60

1 -/-/52/2/0/10 -/-/54/0/0/1 -/-/47/1/0/4 -/-/39/1/0/2 -/-/35/2/0/5

2 83/69/50/0/0/41 71/58/27/0/0/30 66/49/12/0/0/18 67/54/15/0/0/16 62/33/17/0/0/11

3 72/62/41/12/0/38 70/54/24/17/0/23 68/30/18/12/0/19 61/31/4/14/0/13 57/36/11/18/0/13

4 55/41/17/13/0/15 49/17/13/15/0/5 43/17/11/13/0/6 28/14/11/9/0/6 20/14/8/11/0/12

5 38/23/10/9/0/7 32/16/13/15/0/3 22/10/10/8/0/8 15/12/4/8/0/10 17/6/9/4/0/4

6 25/9/5/0/0/6 10/9/9/0/0/2 11/7/10/0/0/2 15/7/6/3/0/3 13/11/4/4/0/6

70

1 -/-/36/0/0/0 -/-/32/0/0/0 -/-/32/0/0/0 -/-/28/0/0/0 -/-/23/0/0/0

2 72/69/50/0/0/39 71/53/36/0/0/21 61/40/36/0/0/14 65/54/12/0/0/15 65/34/14/0/0/11

3 65/64/52/12/0/23 63/72/36/11/0/24 61/53/20/14/0/10 66/51/26/13/0/16 63/37/6/14/0/17

4 64/51/18/16/0/8 48/24/18/19/0/10 25/20/12/21/0/9 28/25/2/14/0/11 17/22/6/17/0/10

5 38/18/22/14/0/8 26/18/14/17/0/11 28/21/10/18/0/10 10/17/2/12/0/7 15/10/6/8/0/9

6 16/10/12/4/0/12 20/8/6/1/0/8 10/16/0/1/0/2 15/13/0/3/0/3 11/7/0/2/0/6
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Table 5: A test of the detection efficiency on the geographical position, additional errors, and the map scale; both
maps are contaminated by additional errors (test T2).

ϕc S
ε[mm]

1.0 2.0 3.0 4.0 5.0

0

1 100/99/36/3/0/67 99/90/18/2/0/30 90/67/15/0/0/12 69/56/10/0/0/8 60/46/6/0/0/10

2 31/4/0/0/0/1 18/3/0/0/0/0 6/0/0/0/0/0 13/8/1/0/0/2 6/4/2/0/0/2

3 6/5/4/0/0/0 5/2/4/0/0/1 6/4/2/0/0/3 5/3/2/0/0/1 2/1/1/1/0/2

4 4/3/0/0/0/1 2/1/1/1/0/0 3/0/3/2/0/1 0/1/1/1/0/1 0/0/2/1/0/1

5 3/4/2/3/0/4 0/2/2/0/0/1 3/1/1/1/0/0 1/2/1/0/0/1 1/0/0/0/0/1

6 1/1/0/1/0/0 0/0/2/0/0/0 1/0/1/0/0/0 0/0/1/0/0/0 0/0/0/0/0/0

10

1 100/100/35/6/0/84 98/90/22/4/0/45 87/76/15/1/0/23 70/50/10/0/0/10 58/50/6/2/0/10

2 78/72/16/13/0/15 48/35/9/13/0/6 36/23/4/9/0/3 21/10/2/17/0/5 22/11/5/14/0/5

3 50/38/8/14/0/11 26/19/11/17/0/8 20/14/3/11/0/3 16/14/4/8/0/6 9/3/5/8/0/1

4 15/16/10/4/0/7 12/13/5/3/0/2 7/4/5/1/0/7 11/9/7/2/0/5 8/3/4/0/0/3

5 13/11/10/0/0/3 13/7/5/0/0/4 12/6/6/1/0/4 5/6/8/1/0/5 9/5/6/1/0/7

6 12/4/7/0/0/6 11/5/7/0/0/6 11/8/8/1/0/6 12/6/11/0/0/4 8/7/8/0/0/2

20

1 100/99/41/4/0/79 96/97/26/4/1/48 83/83/18/6/0/39 74/73/9/4/0/19 64/51/3/2/0/16

2 96/93/46/15/0/40 72/72/17/12/0/25 54/41/16/15/0/10 39/25/15/15/0/11 29/21/5/8/0/4

3 73/79/25/11/0/24 52/39/18/9/0/14 32/32/13/7/0/7 26/20/16/6/0/8 17/26/12/8/0/8

4 35/27/20/4/0/13 19/19/8/4/0/9 20/7/5/2/0/7 7/11/11/1/0/2 16/11/10/2/0/5

5 22/14/16/1/0/5 17/20/7/0/0/4 13/7/9/2/0/7 13/16/8/3/0/8 9/3/5/2/0/11

6 18/14/6/2/0/8 9/6/8/1/0/0 11/13/10/0/0/10 8/10/14/0/0/4 9/8/7/0/0/4

30

1 100/100/59/13/0/88 98/94/29/9/0/61 85/83/20/8/0/41 77/72/10/3/0/24 62/54/11/0/0/22

2 95/94/58/0/0/54 65/66/17/0/0/24 46/39/12/0/0/16 47/28/8/0/0/14 32/38/11/17/0/13

3 77/81/40/12/0/28 60/59/26/11/0/19 42/43/16/16/0/12 37/29/16/16/0/5 28/19/13/17/0/12

4 48/32/20/8/0/7 29/21/10/9/0/5 18/9/9/4/0/8 15/12/8/4/0/7 13/9/9/6/0/11

5 26/19/11/1/0/12 23/13/9/3/0/12 12/13/11/2/0/8 9/11/6/6/0/13 5/18/9/2/0/13

6 14/8/9/1/0/6 11/10/11/0/0/8 9/14/6/1/0/5 11/14/6/0/0/7 9/11/5/1/0/9

40

1 100/100/55/25/0/81 97/97/48/24/1/66 95/91/32/23/1/52 78/84/29/15/0/47 65/66/21/13/0/32

2 89/80/51/1/0/42 66/61/23/0/0/22 51/44/18/0/0/23 46/41/10/0/0/13 35/20/9/0/0/14

3 70/65/41/13/0/40 62/52/21/10/0/23 49/43/19/12/0/16 43/42/12/17/0/11 39/30/9/14/0/12

4 51/34/22/8/0/14 29/23/16/10/0/8 29/11/17/11/0/6 19/15/11/15/0/11 16/10/5/5/0/12

5 33/19/15/8/0/8 19/9/15/8/0/10 11/11/13/7/0/9 14/10/6/7/0/3 9/20/10/8/0/14

6 10/16/13/1/0/6 15/13/12/0/0/6 13/13/14/1/0/11 12/13/8/3/0/2 15/10/12/1/0/6

50

1 -/100/57/38/0/71 -/100/56/20/0/68 -/93/36/24/0/61 -/87/27/23/0/55 -/59/30/14/0/46

2 84/85/51/1/0/44 72/67/26/0/0/36 73/53/28/0/0/20 52/37/14/0/0/21 56/34/6/0/0/17

3 69/69/53/0/0/33 65/58/23/0/0/19 53/42/10/0/0/13 45/31/5/0/0/10 38/28/15/13/0/9

4 58/35/17/17/0/9 31/25/16/11/0/11 19/15/7/12/0/8 21/15/15/11/0/7 19/8/11/16/0/5

5 36/31/19/9/0/13 13/10/10/8/0/12 18/12/12/11/0/12 13/6/10/5/0/12 16/10/16/7/0/9

6 13/13/10/0/0/8 12/11/10/0/0/5 8/13/10/1/0/9 14/9/13/0/0/3 10/13/9/1/0/8

60

1 -/-/58/2/1/9 -/-/61/1/1/5 -/-/39/1/0/4 -/-/38/0/0/7 -/-/20/0/0/6

2 87/72/45/0/0/42 76/64/25/0/0/32 60/55/19/0/0/28 70/57/14/0/0/18 68/28/8/0/0/13

3 69/65/45/6/0/29 57/53/19/9/0/25 65/50/16/13/0/19 66/38/24/14/0/13 48/38/24/14/0/10

4 49/25/25/12/0/16 39/22/13/9/0/4 29/17/15/13/0/9 21/17/10/17/0/8 20/18/12/14/0/6

5 34/16/16/11/0/7 24/20/8/11/0/9 19/19/16/12/0/16 15/17/11/7/0/9 16/11/8/9/0/10

6 11/2/5/2/0/2 14/14/16/0/0/2 15/13/13/1/0/9 11/12/11/0/0/6 6/11/11/2/0/12

70

1 -/-/37/0/0/1 -/-/31/0/0/0 -/-/27/0/0/0 -/-/25/0/0/0 -/-/27/0/0/0

2 66/73/43/0/0/33 63/58/30/0/0/28 60/46/22/0/0/16 59/44/20/0/0/12 56/42/15/0/0/12

3 62/64/43/9/0/31 64/61/21/9/0/18 65/48/32/19/0/19 54/50/18/17/0/18 42/45/18/20/0/19

4 65/50/22/18/0/19 34/35/19/20/0/10 35/32/17/10/0/17 25/21/14/17/0/20 25/14/22/8/0/12

5 42/28/20/15/0/12 15/23/18/6/0/7 27/16/15/12/0/10 19/24/8/7/0/7 10/13/15/7/0/12

6 13/16/13/1/0/11 16/10/13/1/0/3 11/16/13/1/0/8 14/13/16/4/0/3 8/12/10/6/0/5
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Fig. 8.1: The spatial variability of the map sheets corners for the 10 best determined projections; maps of scales
1:500,000 (a) and 1:5,000,000 (b), ϕc = 40◦, ε = 1 mm.

(with a parser), 0.4s (without a parser), the overall effi-
ciency for the largest simplex is higher than 97%. The
proposed algorithm can be considered as efficient and
robust to the initial simplex guess.

8.3 Test of the variability of features

To illustrate the properties and behavior of detection al-
gorithms over of the variability of the user entered point
features, the following characteristics

• impact of errors on one set of the input features P
(test T1),

• impact of errors on both sets of the input features
P,Q (test T2),

have been measured for six different sets of points: grid,
random distribution, cluster, random meridian, random
parallel, circle. The T1 test simulates the error-free ref-
erence map, the T2 test simulates both maps with er-
rors. All the testing sets have been proportionally de-
creased from the map covering the whole world to the
large-scale map, and concurrently moved around the
central meridian of the map. Therefore, the dependence
of the efficiency on several factors from Sec. 4, was in-
vestigated. Let us take a closer look at the methodology
of both synthetic tests.

For simplicity, only one projection (sinusoidal) has
been involved in the testing. Due to the similarity of
the projection graticule to other pseudo-cylindrical pro-
jections, it seems an appropriate choice. A set of 0D
features has been generated, where n = 20.

The distribution of input features. The six types of
sets, representing the typical input data acquired from
different maps, were involved in the tests. Hence, their
simple geometric simulation has been proposed. Ana-
lyzed graticule points are expressed by the grid. The
random set implies a case, when a cartographer may
choose any element on the map. Due to the lack of the

analyzed features, when not all parts of the map sheet
are available for the analysis, the clustered data is used
(4 clusters by 5 points). The radius of the cluster was
set to

r =
1

10
max(ϕmax − ϕmin, λmax − λmin).

A typical example are territories covered by the sea,
where numerous islands are present. Portolan charts,
where the coastline and ports are drawn, but the inte-
rior of the continents is missing, are simulated by points
placed on the circle of the radius

r =
2

5
max(ϕmax − ϕmin, λmax − λmin).

Wide or narrow areas are represented by points on the
meridian or parallel, randomly generated.

Dimensions of territory and map scale. Our testing
starts from the optimistic case, when all testing features
are distributed over the hemisphere, and continues with
a proportionally decreasing set, both latitudinally and
longitudinally. We set a simplified dependence of the
projected territory size and the map scale S, given by
the condition that the Earth of the perimeter d .

= 40, 000
km fits on the A3 format paper. This requirement corre-
sponds to the approximate scale S = 1 : 100, 000, 000 for
the world map, and half of the value for the hemisphere.
The following scale series

S = {50, 000, 000; 40, 000, 000; 30, 000, 000;
20, 000, 000; 10, 000, 000; 5, 000, 000;

1, 000, 000; 500, 000; 100, 000}

involving the range from the small-scale to the large-
scale maps, was tested. In Tabs. 4 and 5, only the
scales 50,000,000; 10,000,000; 5,000,000; 1,000,000;
500,000; 100,000, labeled S1-6, are listed. In ac-
cordance with the above-mentioned condition, the ini-
tial size of the territory for the map scale S = 1 :
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Fig. 8.2: A spatial diversity d, depending on the map scale S and the latitude ϕc, together with the graphical
accuracy G of the map (the gray plane).

100, 000, 000, was set to the whole domain 〈−90◦, 90◦〉×
〈−180◦, 180◦〉, and decreases linearly, depending on the
map scale.

Position of the territory. Of the many options, the dif-
ficult, but the most commonly used variant - when the
analyzed territory of the rectangular shape is located
along the central meridian - was chosen. The central
meridian was set to pass through the middle part of the
map, which is obvious. Both the negligible values of
distortions, and the analogous shape of the graticule,
hindering the projection detection, are typical for these
territories. The testing territory moves north, along the
central meridian of the map, with the latitude increment
∆ϕ = 10◦ so the latitude of its center ϕc changes in
the range of 〈0◦, 70◦〉. Tests for scales S1, S2, for some
sets, and all values of ϕc could not be performed; they
are crossed out in the tables.

Adding errors. For the T1 test, all P sets have been
intentionally contaminated by additional errors of a ran-
dom character simulating the lack of a solid geometric
basis or the imprecision input from the user. The error ε
lies on a circle of the fixed radius rε for all points, taking
values 〈1, 2, 3, 4, 5〉mm on the map. Its components can
be expressed as

εx = rε cosα,

εy = rε sinα,

where α = rand(0, 2π), are added to both coordinates
of the testing set P . The seconds test, T2, brings the

uncertainty ε also to the reference set Q

εϕ =
rεS

R
cosα,

ελ =
rεS

R
sinα,

in a similar manner.

Results of the tests. Both tests (see Tabs. 4, 5) were
carried out for six different distributions of the analyzed
features, variable map scale, variable position on the
central parallel, and increasing error. The sinusoidal
projection was compared to other 60 map projections,
the simplified objective function was given by Eq. 5.4.
Overall, 100 random samples have been generated for
each variant, so the total amount of testing sets was
313,320; the computational time was 348 hours.

Let us take a closer look at the tables. The first col-
umn contains information about the central latitude ϕc of
the set Q. For this position, six sets of different scales
S have been generated (column two). The remaining
column headings represent the additional errors belong-
ing to rε, in millimeters. Each cell of the table contains
the percentage efficiency of the detection for six differ-
ent sets, in the aforementioned order, delimited with a
slash. If the efficiency is higher than 50%, the detection
process is classified as successful.

From the perspective of the sets , one meridian or
one parallel is entirely inappropriate. They cover a small
territory (long and narrow), where many projections
may have the analogous shape of the meridian/parallel.
Worse results were also obtained for the cluster. This is
due to the set not covering the whole territory uniformly;
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Fig. 8.3: Efficiency of the detection algorithm for tests T1 (a) and T2 (b), depending on the map scale, geographical
position, and the error.

the spatial distribution of the features is variable. A cir-
cle is more reliable, but the empty part without points
decreases the efficiency. Finally, a grid, or randomly
spaced data, gave the best results; they represents the
most reliable input sets.

Taking into account the geographic position of the
set, the increasing latitude ϕc brings better efficiency,
but in the northern and southern parts it decreases
slightly. This is obvious, because the shapes of the
graticule differ more at mid-latitudes; along the equator
and the North/South poles they are similar. The interval
〈20◦, 60◦〉 can be considered as suitable for analysis.

The decreasing map scale S, which is the second
most important factor, significantly affects the detection
process. Up to the scale of 1:1,000,000, correspond-
ing with the territory of dimensions ∆ϕ = ∆λ

.
= 3◦, the

results of the analysis are somewhat unreliable. This
does not imply that the wrong projection is determined.
However, projections having similar properties, may be
found; see Fig. 8.1. For maps up to the scale of 1:500,
000, there are “small” differences (hundreds of meters),
between the determined graticule shapes; see the auxil-
iary circle of the radius of 0.5 km centered at bottom left,
point Pi. However, these discrepancies are less than the
graphical accuracy of the map (1 mm on the map scale).
Concurrently, for the large-scale maps, the requirement
for the precision of input features is difficult to fulfill; it is
less than 1 mm on the map. In general, it does not make
sense to put emphasis on the best-determined projec-
tion, any of the top 5 determined solutions is, overall,
acceptable. The problem with mid-scale and small-scale
maps does not occur; there is a larger spatial diversity
between the determined projections. See the auxiliary
circle with a radius of 25 km (5 mm on the map scale).

Take advantage of these observations for the next
criterion. Let us denote d to be an average spatial diver-

sity of first k samples given by the formula

d =
1

n

n∑

i=1

k∑

j=1

√∥∥Pi − P ′
i,j

∥∥2
2

k
,

where P ′
i,j represents i−th point of the j−th sample. If

the spatial diversity d is less than the graphical accu-
racy of the map G, the projection may not be clearly de-
tectable. Depending on the maps scale S and and the
latitude ϕc, these areas are shown in Fig. 8.2. As ex-
pected, they relate particularly to the large-scale maps.

The most important factor is represented by the ge-
ometrical accuracy of the input features. It is obvi-
ous that the generally acceptable inaccuracy is between
about 3 mm on the map; see Tabs. 4, 5. For world
maps, the criterion is less strict; it is around 4 mm. Keep
in mind, the value represents a radius of the circle (e.g.
the uncertainty region) drawn at each point of the set.
The operator should avoid placing the points outside the
“error circles”. The results showed that the contamina-
tion of both files by errors decreases the detection ability
by about 20%, compared to a single file flaw. Therefore,
the proposed method faster loses its ability to clearly de-
termine the projection. In both cases, similar behavior of
the detection algorithm is noted. The bold printed values
belong to the acceptable combinations of parameters.

For the dependance of the percentage efficiency on
the additional errors, the geographical position, and the
map scale, generated for tests T1 and T2, see Fig. 8.3.
As the source data, the randomly generated set of fea-
tures (probably the most common set), has been gen-
erated. The areas where the efficiency is over 50%,
are noticeable on both graphs; take into account the
logarithmic scale of the x axis. They preferably cover
the small-scale and mid-scale maps, located at mid-
latitudes, up to 4 mm of the precision (test T1). For
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the second test, T2, the efficiency is significantly less,
especially at a higher noise level (> 3 mm).

For maps of the world, and maps of continents, up to
the scale 1:5,000,000, the moderately trained end-user
may work well with the tool. For mid-scale maps up to
the scale 1:500,000, the requirements of the precision
of the input points are stronger ( .= 1 mm).

Although it is not about accurate and exact simula-
tion illustrating the distribution of errors in map, perhaps
it sufficiently illustrates the capability of the algorithm.

The proposed methods described in the next article
have similar precision requirements, which are insensi-
tive to the choice of the optimizing method.

9 Conclusion

This article has introduced a new method estimating the
unknown map’s projection, and its parameters, based
on the Nelder-Mead downhill simplex algorithm. Several
versions of the objective function φ were presented. The
complex variant takes into account 0D-2D elements,
the simplified version, which is computationally cheaper,
only 0D elements. Our proposed solution finding argu-
ments minimizing the objective function φ is off-line and
seems to be efficient and robust. It also achieved more
accurate results than MapAnalyst.

The selected early maps, created since the 18th cen-
tury, have been analyzed. For the vast majority of them,
a map projection was successfully recognized. There
is an uncertainty in the estimated parameters for Map
5, which used to be assigned with the Cassini-Soldner
projection. However, due to the large scale of the map,
our results did not confirm this assumption.

The above-mentioned techniques depend on many
parameters; in particular, the analyzed territory size, its
geographical location, shape, spatial distribution, preci-

sion of selecting points, or existence of the solid geo-
metric basis of the analyzed map, play important roles.
Small territories, up to size ∆ϕ = ∆λ = 3◦ (e.g. maps
up to the scale 1:1 000 000), long and narrow territories
placed around the prime meridian, equator, or poles, im-
precisely selected matching points (> 4 mm error on the
map), are almost undetectable; the impact of a map pro-
jection should not be less than the graphical accuracy of
a map. Based on the analysis, the ideal amount 10-20
of the analyzed features was found.

All algorithms were implemented in new detectproj

software available from

web.natur.cuni.cz/∼bayertom/detectproj/det sw.html.

The C++ source code contains approximately
15,000 lines, supports 60 map projections, several de-
tection methods and operating systems. Its user inter-
face is designed as Proj.4 library, but the cartographic
computations are based on newly developed kernel.

Our software is available free of charge. It may also
be applicable as a tool for improving early map georefer-
encing, or may be used for semi-automatic acquisition of
bibliographic meta data related to the map’s projection.

In the next article, methods for on-line detection
based on the NLSP approach will be presented.

As mentioned above, such techniques may be ap-
plicable and helpful for many libraries with large printed
map collections. There is a need to determine the pro-
jection and its parameters for early maps, where the in-
formation is unknown. The next step is integration of
the selected detection algorithms into the software for
on-line georeferencing of scanned maps

http://www.georeferencer.org/.
The tool, used by many famous libraries (e.g., The

British Library, The National Library of Scotland), en-
riched with new capabilities, may bring interesting re-
sults when studying the national cartographic heritage.
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